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We are at the dawn of a new age of Open Finance. Open Finance seeks to harness the potential of new platform technology to enhance customer data access, sharing, portability, and interoperability—thereby leveling the informational playing field and fostering greater competition between incumbent financial institutions and a new breed of financial technology (fintech) disruptors. According to its proponents, this competition will yield a radical restructuring of the financial services industry, offering more and better choices for consumers looking to make fast payments, borrow money, invest their savings, manage household budgets, and compare financial products and services. The promise of Open Finance is very real. Yet its proponents have largely ignored the economics driving the development of the key players at the heart of this new infrastructure: data aggregators.

Data aggregators are the connective tissue of Open Finance—the pipes through which most of this valuable data flow. Like other types of infrastructure, these pipes are characterized by economies of scale and network effects that erect substantial barriers to entry, undercut competition, and propel the market toward monopoly. In the United States, these dynamics are compounded by the highly fragmented structure of both the conventional financial services industry and the emerging fintech ecosystem. The result is an embryonic market structure in which a small handful of data aggregators have a massive head start, and where one company in particular—Plaid—already enjoys a dominant market position. This Article describes the promise and perils of Open Finance and explains how policymakers can tap into its potential while simultaneously preventing the abuse of monopoly power and avoiding the creation of a new strain of too-big-to-fail institutions.
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Introduction

In the world of finance, the most precious commodity is information. The great banking dynasties of the Renaissance and Industrial Revolution—the Houses of Fugger and Medici, Rothschild and Morgan—all famously used their privileged access to information to amass enormous fortunes and wield political power on the global stage. From their earliest beginnings, the London and New York Stock Exchanges were organized for the explicit purpose of preventing the dissemination of information about prevailing stock prices to anyone other than exchange members. And today, hedge fund managers relentlessly chase down and jealously guard any and all information that they think can give them even the slightest edge over other investors. These and myriad other examples reflect the golden rule of conventional finance: the party that can obtain and control the flow of information ultimately gets the gold.

The golden rule of conventional finance has long been reflected in the relationship between banks, brokerage firms, insurance companies and their customers. The process of opening a new bank or brokerage account, applying for a loan, or taking out an insurance policy inevitably demands that customers hand over an enormous amount of personal information. Once this relationship is established, these financial institutions are then often in a position to collect additional information about what these customers buy, how they manage their money, and whether they pay their debts. In theory, these institutions can use this information to provide customers with better financial products and services. Yet in practice, this information ends up locked away in a legal, technological, and economic vault to which only incumbent financial institutions have the key.

For centuries, exclusive access to these informational vaults has given incumbents a distinct advantage over both their own customers and potential competitors. But the world is changing before our very eyes. Today, rapid advances in information technology hold out the tantalizing prospect of unlocking these vaults. This technology includes application programming interfaces (APIs) that enable incumbent banks, brokerage firms, and insurance companies to request and share customer information with other financial


3. In this respect, hedge fund managers can be understood as the prototypical “professionally informed traders.” See Ronald J. Gilson & Reinier H. Kraakman, The Mechanisms of Market Efficiency, 70 VA. L. REV. 549, 569, 594 (1984) (explaining that professionally informed traders are investors that have made the human capital and other investments necessary to identify which pieces of information are relevant to the pricing of a given security, along with the likely impact of this information on its market price).

4. These metaphorical vaults are described in greater detail in Part II.
institutions.⁵ These APIs are the technological backbone of an emerging financial market infrastructure designed to enhance data access, sharing, portability, and interoperability.⁶ In the view of many observers, the emergence of this new infrastructure signals the dawn of a new age: the age of Open Finance.

In a nutshell, Open Finance refers to the use of APIs to promote information sharing between financial institutions, while simultaneously giving consumers more control over how their personal financial information is used and by whom. The promise of Open Finance stems from its potential to dramatically reduce the legal and technological barriers that have historically made it difficult for customers to access their information, prevented them from easily sharing it with third parties, and thus deterred them from switching between the products and services offered by different financial institutions.⁷ By reducing these barriers, Open Finance seeks to level the informational playing field, thereby promoting greater competition not only among incumbent financial institutions, but also between these incumbents and a new breed of fintech disruptors. These disruptors include online lending platforms such as SoFi and Lending Circle, stock trading and investment apps such as Robinhood, Betterment, and Acorns, and payment platforms such as PayPal, Venmo, Circle, and Wise.⁸ In the eyes of its proponents, this competition will drive a radical restructuring of the financial services industry—offering more and better choices for consumers looking to make fast payments, borrow money, invest their savings, manage household budgets, and compare financial products and services.

The promise of Open Finance is very real. Yet the shift toward Open Finance will inevitably force financial institutions and policymakers to confront a host of thorny technical challenges. Paramount amongst these challenges is ensuring that consumers give informed consent to the collection, transfer, and use of their personal information.⁹ Once this consent has been obtained, it is also imperative that consumers are adequately protected against the risk of data breaches, identity theft, and cyber-fraud.¹⁰ By the same token, for all the potential benefits of using new technology to promote greater competition, there exists the corresponding threat that expanding access to large volumes of potentially sensitive personal and transactional information will open the door to algorithmic

---

⁵ The mechanics, role, and types of APIs are described in greater detail in Section I.A.
⁶ The core principles of Open Finance—data access, sharing, portability, and interoperability—are described in greater detail in Section I.A.
⁷ The promise of Open Finance is described in greater detail in Part II.
⁸ The basic business models of these fintech disruptors are described in Section I.B and Part II.
¹⁰ See, e.g., Xavier Vives, Digital Disruption in Banking, 11 Ann. Rev. Fin. Econ. 243, 263 (2019); Petralia et al., supra note 9, at 51.
discrimination and the exploitation of consumers’ behavioral biases.\textsuperscript{11} Without question, successfully addressing these—already well understood\textsuperscript{12}—challenges will be key to building trust in this new financial ecosystem.

Yet both proponents and critics of Open Finance have thus far ignored a far more fundamental peril rooted in the economics driving the development of this new financial market infrastructure. The United States is home to over ten thousand banks and other insured deposit-taking institutions.\textsuperscript{13} It is also home to thousands of brokerage firms, insurance companies, and other incumbent financial institutions, along with a large, diverse, and rapidly expanding ecosystem of fintech disruptors. This high level of industry fragmentation is the source of massive coordination problems that make it difficult for financial institutions to develop the standardized APIs necessary to unleash the promise of Open Finance. In the absence of both common industry standards and government intervention, responsibility for developing these APIs has instead largely fallen to a small cadre of technology firms known as data aggregators.

Data aggregators represent the connective tissue of Open Finance—the technological pipes through which the vast majority of customer information flows on its journey from one financial institution to another. The success of Open Finance—at least in the United States—therefore depends on the economics of data aggregation, and on the incentives of data aggregators to invest in the development of this new infrastructure. These economics are characterized by three mutually-reinforcing dynamics.\textsuperscript{14} First, as producers of information goods, data aggregators benefit from pronounced economies of scale and scope in connection with the collection and analysis of customer information. Second, at its core, data aggregation is a platform business, therefore depends on the


\textsuperscript{12} For previous scholarship and other work describing these and other technical challenges, see, for example, Nizan Geslevich Packin, \textit{Show Me the (Data About the) Money!}, 2020 UTAH L. REV. 1277, 1318-19, 1325, 1328-29, 1331 (2020); \textit{Know Before You Share: Be Mindful of Data Aggregation Risks}, FINRA (March 29, 2018), https://www.finra.org/investors/alerts/be-mindful-data-aggregation-risks [https://perma.cc/58Z6-QPRD]; and Fracassi & Magnuson, supra note 9, at 358, 373. For a discussion of similar challenges associated with “Big Data” more generally, see Petralia et al., supra note 9, at 50-51; Vives, supra note 10, at 252-53; Van Loo, \textit{Rise of the Digital Regulator}, supra note 11; and Report on Digital Platforms, supra note 11, at 41-42, 58-60.

\textsuperscript{13} The highly fragmented structure of the U.S. financial services industry is described in greater detail in Section III.A.1.

\textsuperscript{14} The economics of data aggregation are described in greater detail in Section III.A.
connecting incumbent financial institutions, fintech disruptors, and their customers. Like Amazon, Google, and Facebook, data aggregation thus bears all the hallmarks of a “two-sided market” in which strong network effects on each side of the market serve to attract users on the other side. Third, the market for software developers exhibits similar network effects, with the most talented developers wanting to write to the APIs of the most successful data aggregators.

Together, these dynamics yield a clear and troubling prediction. In theory, we should expect these economies of scale, scope, and network effects to erect significant barriers to entry, undercut competition, and propel the embryonic data aggregation market toward monopoly. And in practice, that is exactly what we are observing in the marketplace. Today, a small handful of data aggregators serves the entire U.S. financial services industry. Even more importantly, one of these data aggregators—Plaid—has rapidly built a dominant market position: providing API connectivity to more than 12,000 financial institutions and over 5,500 fintech disruptors in the U.S. alone. This observation leads to a stark and counterintuitive conclusion. In the short term, the new age of Open Finance may very well promote greater competition, spur new innovation, and enhance consumer choice. Yet in the longer term, the economics of data aggregation are likely to yield a highly concentrated industry structure, with one or more data aggregators wielding enormous power over the flow of customer information.

The emergence of this concentrated industry structure will inevitably open the door to abuse of market power. This abuse could theoretically include both monopoly pricing and the strategic imposition of restrictions on platform access by data aggregators. Given their privileged access to customer information, data aggregators may also be tempted to expand vertically into the markets for the financial products and services currently supplied by their own financial institution and fintech clients. Ultimately, the prospect that data aggregators will abuse this power may deter both incumbent financial institutions and fintech disruptors from fully investing in the development and implementation of Open Finance. Perhaps more importantly, this new market structure would effectively recreate the informational vaults that Open Finance is designed to unlock, with data aggregators supplanting banks and other incumbent financial institutions at the apex of the financial system. Paradoxically, the end result may therefore be a new and more muscular reincarnation of the golden rule of conventional finance as data aggregators race to establish and entrench a dominant informational position.

The challenge for policymakers becomes how to fulfill the inherent promise of Open Finance while simultaneously minimizing the perils associated with market concentration, the abuse of monopoly power, and the creation of a new breed of too-big-to-fail institutions. Meeting this challenge demands that policymakers strike a delicate balance. On the one hand, policymakers should

15. The evolving structure of the U.S. data aggregation market is described in greater detail in Section III.B.
16. See infra Section III.B.
adopt policies designed to capitalize on any efficiency benefits available at the edge of today’s technological frontier. On the other hand, policymakers must ensure that the markets in which this technology finds its applications remain fundamentally contestable, so that the forces of competition continue to drive innovation and push the boundaries of this frontier tomorrow and beyond.

To meet this challenge, this Article lays out a blueprint for a new regulatory framework governing the data aggregation market. This blueprint is based on four pillars. The first pillar is a licensing regime for data aggregators that enables policymakers to collect information about this rapidly evolving market, ensure that licensed data aggregators obtain informed consent from customers, and protect customers against the risks of data breaches, identity theft, and cyber-fraud. The second pillar—building on Section 1033 of the Dodd-Frank Act—is a more active role for the federal government in promoting the development of standardized APIs and other infrastructure designed to support customer data access, sharing, portability, and interoperability. The third is the imposition of a universal access requirement designed to ensure that data aggregators cannot unreasonably deny incumbent financial institutions, fintech disruptors, or their customers access to their platforms. And lastly, this blueprint calls for the structural separation of data aggregation from finance, thus preventing data aggregators from directly or indirectly offering financial products and services.

In advancing this new regulatory framework, we acknowledge that many of the policy challenges stemming from the rise of Open Finance are not unique to the data aggregation market. For example, the entry of Amazon, Google, Meta, or other “BigTech” firms into the regulated financial services industry would doubtless pose many of the same challenges. And outside the data aggregation market, scholars have identified and explored a range of other barriers to competition within the emerging fintech ecosystem. Nevertheless, given the central—and essentially infrastructural—role that data aggregators play within this ecosystem, their effective regulation should be viewed as vital to the long-term success of Open Finance.

We also acknowledge that the age of Open Finance is not one that will be universally welcomed. Some observers will view it as further accelerating the commoditization and harvesting of our personal information. Others will question whether it is really possible for consumers to give fully informed consent, or to protect them from the risks of data breaches, algorithmic

---

17. This proposed regulatory framework is described in greater detail in Part IV.
20. See, e.g., Omri Ben-Shahar, Data Pollution, 11 J. LEGAL ANALYSIS 104, 140 (2019) (coining the term “data maximization” to describe the constantly expanding accumulation and analysis of consumer information).
discrimination, or exploitation.\textsuperscript{21} While this Article brackets these questions, we do not seek to minimize their importance. Instead, our message is aimed at the those who see Open Finance as the key to unlocking the informational vaults at the heart of our current financial system. Our message is simple: be careful what you wish for. While Open Finance holds out significant promise, the economics of data aggregation, as highlighted by the concentrated structure of the data aggregation market, pose even more significant perils. These perils demand new thinking, together with a new regulatory framework for the data aggregation market.

This Article proceeds as follows: Part I introduces the core principles of Open Finance, describes the role of data aggregators and other key players in the emerging Open Finance ecosystem, and surveys the state of regulation in the United States and around the world. Part II explores the promise of Open Finance as a technological platform for leveling the informational playing field, promoting greater competition, enhancing consumer welfare, and fostering a more resilient financial system. Part III then explains how the economics of data aggregation are driving the emergence of a highly concentrated market structure that, over the long term, threatens to derail this promise. Part IV concludes by advancing a blueprint for how policymakers can promote the development of a diverse and vibrant Open Finance ecosystem, while also limiting the distortions created by market concentration, preventing the abuse of monopoly power, and avoiding the creation of a new breed of too-big-to-fail institutions.

I. The New Age of Open Finance

Technological advances are rapidly changing our relationship with information. Innovations such as the internet, social media platforms, digital marketplaces, and smartphones have placed an enormous amount of information at our fingertips. Yet they have also paved the way for the commoditization of our personal information, fundamentally changed the dynamics of market competition, and given rise to sophisticated new ways of exploiting consumers.\textsuperscript{22} These rapid changes have spurred a growing movement—flying under the banner of “Open Data”—calling on policymakers to better define and strengthen the legal rights of consumers over their personal information.\textsuperscript{23} Open Finance


\textsuperscript{22} For a more detailed description of these trends and their dangers, see, for example, Ariel Ezrachi & Maurice E. Stucke, Virtual Competition: The Promise and Perils of the Algorithm-Driven Economy (2016); Lina M. Khan, Amazon’s Antitrust Paradox, 126 YALE L.J. 710 (2017); Rory Van Loo, Digital Market Perfection, 117 MICH. L. REV. 815 (2019); and Report on Digital Platforms, supra note 11.

\textsuperscript{23} The term “Open Data” is used in a wide variety of domains, including government, healthcare, and academic research. While proponents of Open Data across these domains generally seek to foster open access to information, in the context of digital markets this access is often viewed as a
represents a strand of this broader movement dedicated to promoting data access, sharing, portability, and interoperability within the financial services industry. This Part describes the core principles of Open Finance, identifies the key players in this emerging ecosystem, and surveys the current legal landscape in the United States and around the world.

A. The Core Principles of Open Finance

Whenever we open a new bank or brokerage account, apply for a loan, or take out an insurance policy, we hand over an enormous amount of personal information: including, in many cases, our name, date of birth, marital status, home address, employer, salary, and social security number. Thereafter, our bank, broker, or insurance company is in an advantageous position to collect even more personal information about our spending habits, investment decisions, net worth, and whether we pay our debts.

Importantly, the business models, information systems, and regulation of these financial institutions have historically reflected the desire to maintain tight control over this information. Your bank has powerful economic incentives not to share private customer information with its competitors. It probably also spends millions of dollars a year attempting to protect this information against the risks of fraud, information systems failures, and cyber-attacks. And in the background, your bank faces the threat of potentially severe legal sanctions for breaches of customer confidentiality. In theory, this private information can be used to offer you better financial products and services. Yet in practice, the result has long been a closed system in which your personal and transactional information resides within legal, technological, and economic vaults to which only incumbent financial institutions enjoy access. As we shall see, exclusive access to these informational vaults is ultimately what gives these incumbents an necessary but insufficient condition for the advancement of policy objectives such as protecting consumers and promoting more vigorous competition.


25. See, e.g., Ben S. Bernanke, Nonmonetary Effects of the Financial Crisis in the Propagation of the Great Depression, 73 AM. ECON. REV. 257, 263 (1983) (describing the business model of banks as based on private information about borrower and loan quality). As described in greater detail in Part II, reflecting these incentives, banks and other incumbent financial institutions have also attempted to erect legal and technological obstacles to sharing customer information with their competitors.


27. See, e.g., Laura Noonan, Capital One Fined $80m for Data Breach, FIN. TIMES (Aug. 6, 2020), https://www.ft.com/content/a730c6a0-c362-4664-a1ae-5fa84912f20 [https://perma.cc/3HHS-X7DX].
entrenched advantage over both their own customers and any potential competitors.28

Open Finance stands this closed system on its head. At the heart of Open Finance are three intertwined principles. The first is data access. The starting point for meaningful data access is the customers’ ability to view the entire range of personal and transactional information that a financial institution has collected and produced about them. This access can be achieved by expressly giving customers property rights over this information or by placing an affirmative obligation on financial institutions to provide this information to customers upon request.29 The logical extension of data access is data sharing—giving customers the power to instruct financial institutions to provide their personal information to specified third parties—including, most importantly, other financial institutions.30 Together, data access and data sharing constitute the first fundamental building block of Open Finance.

Intuitively, of course, we might not expect strong data access and data sharing rights to automatically yield meaningful benefits for consumers. Perhaps most importantly, if financial institutions can comply with their legal obligations by providing information in expensive and hard-to-use formats—e.g., hard-copy documents comprised of unstructured text—then the practical benefits of data access and data sharing would be very limited. This highlights the rationale for the second core principle of Open Finance: data portability. The International Standards Organization (ISO) defines data portability as the “ability to easily transfer data from one system to another without being required to re-enter data.”31 There are essentially two types of data portability.32 The first—export portability—enables customers to download a virtual snapshot of their personal and transactional data from the information systems of one financial institution that can then be uploaded to the information systems of other institutions.33 The key feature of export portability is therefore the demand it places on consumers to manually download and upload their personal information each and every time they want to share it with a third party. The second type of data portability—platform portability—relies on an automated electronic interface to facilitate the transfer of customer data from one financial institution to another.34 Unlike

28. This closed system, and how Open Finance might open it up to greater competition, is described in greater detail in Part II.
29. See Fracassi & Magnuson, supra note 9, at 349-53. Fracassi and Magnuson view customer ownership and the imposition of affirmative data access and data sharing obligations on financial institutions as necessary complements. However, while we agree that this combination would represent a particularly strong set of rights and obligations, it is not, strictly speaking, necessary for the purposes of ensuring effective data access or data sharing. See also Van Loo, Digital Market Perfection, supra note 22, at 837-39 (describing the importance of data access for many fintech firms).
30. See Fracassi & Magnuson, supra note 9, at 349-53.
33. Id. at 270.
34. Id. at 271.
export portability, platform portability thus theoretically enables the large-scale and continuous transfer of real-time customer information between financial institutions. Just as importantly, platform portability enables customers to control how their information is used, and by whom, without having to personally coordinate the transfer process.

The automation, scalability, and other efficiency benefits of platform portability are reflected in the third core principle of Open Finance: data interoperability. The ISO defines data interoperability as the “ability of two or more systems or applications to exchange information and to mutually use the information that has been exchanged.” Data interoperability requires the development of standardized protocols that enable otherwise independent or siloed information systems to send automated requests for specified information to one another, and then to automatically receive the requested information in a specified format. In theory, this standardization enables financial institutions that follow these protocols to simply “plug-and-play” into an existing network, thereby giving financial institutions access to customer data stored in the informational systems of other network participants without granting them direct access to these systems.

The technological workhorses of data interoperability are software protocols known as application programming interfaces (APIs). At its most basic level, an API represents a structured data sharing arrangement between two or more network participants. These arrangements include a set of common data standards, messaging formats, rules, and procedures that enable the information systems of these network participants to communicate with one another. In effect, APIs are the language, grammar, and syntax that enable information systems to describe the kind of data that can be requested and retrieved, how to request and retrieve it, and the format in which this data will be provided to the recipient. By specifying these inputs and outputs ex ante and enshrining them in executable computer code, APIs facilitate the rapid and automated transfer of an enormous amount of customer information across a potentially very large network of financial institutions.

There are three types of APIs—each reflecting a different level of interoperability. The first APIs used in the financial services industry were closed APIsexcept for closed APIs, and the relevant application programming interfaces are open. The remaining APIs—those that are open, partnered, or closed—depend on the nature of the network participants. Partnerships typically involve a mix of close and open APIs, while closed APIs are used when network participants want to maintain strict control over how their data is shared. This allows financial institutions to control how their data is used, and by whom, without having to personally coordinate the transfer process.

35. See Oscar Borgogno & Giuseppe Colangelo, Data Sharing and Interoperability: Fostering Innovation and Competition Through APIs, 35 COMPUT. L. & SEC. REV. 105314, at 2-5 & 13 (2019) (hereinafter Borgogno & Colangelo, Data Sharing and Interoperability) (describing data interoperability as a key component of Open Finance); Fracassi & Magnuson, supra note 9, at 353-58 (same).

36. INT’L STANDARDS ORG., supra note 31, § 3.1.1.


38. Although, as described below, participation in this network will also hinge on whether the relevant application programming interfaces are closed, partnered, or open.

39. See DANIEL JACOBSON, GREG BRIAL & DAN WOODS, APIs: A STRATEGY GUIDE (2012) (“An API is a way for two computer applications to talk to each other over a network (predominantly the Internet) using a common language that they both understand.”).
APIs designed to eliminate internal data silos and enhance information sharing within large, complex financial institutions. More recently, many financial institutions have also begun investing in the development of partner APIs, pursuant to which a limited number of strategic partners seek to leverage enhanced data sharing in order to improve data analytics, offer complementary services, or develop new products. Lastly, open APIs are based on publicly available data standards that technically enable any software developer to follow the relevant protocols and access the customer information held by network participants. Whereas closed and partner APIs both retain elements of the existing closed system, open APIs thus represent the purest embodiment of the core principles of Open Finance.

Together, these core principles reflect the desire to promote what Professors Cesare Fracassi and William Magnuson have labelled “data autonomy”: the ability of consumers to exercise control over their own personal information. As explained by Fracassi and Magnuson, the concept of data autonomy envisions giving consumers “a set of rights over their data that wrests control over data back from the large institutions that, until now, have maintained a vice grip over it.” The economic benefits of Open Finance—especially in terms of levelling the informational playing field, promoting greater competition, improving the price and quality of financial products and services, and building a more resilient financial system—are described in Part II.

B. The Open Finance Ecosystem

Perhaps not surprisingly, the age of Open Finance envisions a new financial ecosystem—one that is already emerging in many parts of the world. While its size and composition vary across jurisdictions, this ecosystem is characterized by the interaction of four groups of key players. The first group is consumers. Consumers occupy a unique position in this ecosystem as both the producers of the raw material—data—that is used to design and market financial products and services, and as the end consumers of these same products and services. This data can include personal information about the identity of consumers—for example, where they live and work, their family status, and economic circumstances. Importantly, it can also include transactional information for these data silos often reflect the fact that these large, complex institutions pursued growth strategies based on mergers and acquisitions, leaving them with a highly fragmented patchwork of legacy information systems. See Raj T. Chawla, Legacy Systems Are Banks’ Achilles’ Heel, Am. BANKER (June 4, 2021, 11:37 AM), https://www.americanbanker.com/opinion/legacy-systems-are-banks-achilles-heel [https://perma.cc/Y9MQ-5UCJ].

41. See Report on Open Banking, supra note 24, at 19 (defining a partner API as “an API created with one or two strategic partners who will create applications, add-ons, or integrations with the API”).

42. Id. (defining an open API as “an interface that provides a means of accessing data based on a public standard”).

43. In addition to data access, portability, and interoperability, the concept of data autonomy as articulated by Fracassi and Magnuson also encompasses consumer ownership of their personal data and strong cybersecurity. See Fracassi & Magnuson, supra note 9, at 346.

44. Id. at 333.
revealing where and when consumers shop, how much they spend, and whether they pay their credit card and other bills on time and in full. This digital “gold” and “platinum” can be extremely valuable in the hands of financial institutions, digital marketplaces, and other merchants, who can use it to design better products and services, develop more targeted marketing strategies, and potentially exploit any behavioral biases revealed by consumer preferences and spending habits.45

The second group of key players are incumbent financial institutions. This expansive category includes established banks, brokerage firms, asset managers, insurance companies, and other financial intermediaries. There is no precise or universally accepted definition of what makes a business enterprise an “incumbent.” Broadly speaking, however, an incumbent financial institution will have been in business long enough to develop large and established customer bases, and potentially a dominant market position. The age and size of incumbent financial institutions may also create institutional path dependency by forcing them to rely on outdated legacy information systems, which may make them relatively slow to adopt new technologies. Accordingly, while incumbents may enjoy a comparative advantage in terms of the sheer volume of consumer data in their possession, they will often find themselves at a comparative disadvantage in terms of the use of cutting-edge technology that would enable them to make the most of this data. Viewed in this light, perhaps the most intuitively tractable definition of an incumbent financial institution is one that, whether intentionally or not, has created the type of informational vaults that Open Finance seeks to unlock.

Standing opposite incumbent financial institutions in the Open Finance ecosystem is a third group of key players: fintech disruptors. Once again, there is no single, widely accepted definition of “fintech.” As economist Thomas Philippon has explained, “FinTech covers digital innovations and technology-enabled business model innovations in the financial sector. Such innovations can disrupt existing industry structures, blur industry boundaries, facilitate strategic disintermediation, revolutionize how existing firms create and deliver products and services, provide new gateways for entrepreneurship, [and] democratize access to financial services.”46 This broad definition captures digital lending platforms such as SoFi and Funding Circle, stock trading and investment apps such as Robinhood and Acorns, and payment platforms such as Venmo, Stripe, and Wise.

The distinguishing feature of these fintech disruptors is that their business models are based on the use of advanced information technology—e.g., data mining and analytics, machine learning, and artificial intelligence—to provide

highly automated financial products and services.\textsuperscript{47} Crucially, however, while these new entrants typically enjoy a comparative technological advantage,\textsuperscript{48} they have historically lacked access to the raw inputs—particularly the detailed customer and transactional data that incumbent financial institutions possess—that would enable them to capitalize on it.\textsuperscript{49} The informational position, technological capacity, and economic interests of fintech disruptors thus stand in sharp juxtaposition with those of the incumbent financial institutions they ultimately hope to disrupt.

The last, and by far the least studied, group of key players are data aggregators.\textsuperscript{50} Data aggregators are technological platforms that connect all the other players within the Open Finance ecosystem. See Figure 1. These platforms develop and manage partner or open APIs designed to access the customer data held by incumbent financial institutions and to share it with fintech disruptors. There are two basic types of data aggregators. The first type serves as a centralized repository of customer data, and as the technological conduit—the pipes—through which this data is shared between financial institutions.
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\footnotesize
\textsuperscript{47} See Vives, supra note 10, at 244 (“[T]he FinTech sector . . . can be understood as the use of innovative information and automation technology in financial services.”); Petralia et al., supra note 9, at 24 (identifying data analytics and automation as key features of fintech business models).

\textsuperscript{48} See Petralia et al., supra note 9, at 38 (“Fintech . . . firms have a number of significant technology advantages over incumbent banks: they do not have to work with legacy IT systems, they have nimble modern platforms that mean greater pivot speed, and they have the flexibility to work with new and existing technology.”).


\textsuperscript{50} To date, the most sustained and informative treatment of the role of data aggregators in the United States is by Professor Nizan Geslevich Packin. See Packin, supra note 12.
second type combines these roles with the provision of advanced data analytics that enable their clients—both incumbent financial institutions and fintech disruptors—to extract insights from this data that can theoretically help them better design and market their products and services. In many cases, data aggregators also interact directly with consumers, enabling them to aggregate their personal data across financial institutions, and to control who has access to this information and what they can do with it.51

For incumbents, partnering with data aggregators enables them to leverage cutting edge technology, while simultaneously saving them the time and expense of striking individual data sharing agreements and establishing direct data links with hundreds, if not thousands, of fintech disruptors.52 For nascent disruptors, data aggregators represent a cost-effective way of outsourcing the development and management of APIs, the extraction, aggregation, and analysis of customer data, and the creation of robust front-end user experiences.53 This ability enables fintech entrepreneurs to focus their time, energy, and other resources on the development of their core products and services. Importantly, by bringing together these two groups of players, data aggregators thus serve as the central hubs of these rapidly expanding informational networks—the connective tissue of the emerging Open Finance ecosystem.

C. Open Finance Around the World

The relationships between the key players in the Open Finance ecosystem are inevitably shaped by the extent to which the law supports the core principles of data access, sharing, portability, and interoperability. Perhaps most importantly, the incentives of incumbent financial institutions to participate in this ecosystem, and on what terms, are a function of both their legal obligations to provide access to and share customer data, and how the law allocates the potentially significant costs of building the technological, operational, and other infrastructure necessary to ensure data portability and interoperability.

At present, the laws supporting Open Finance vary widely across jurisdictions.54 At one end of the spectrum, the United Kingdom has recently introduced a comprehensive new legal framework targeting the retail banking

51. For a more detailed description of one way that data aggregators directly interact with customers, see the discussion of Plaid Portal in Section III.B.
53. See Petralia et al., supra note 9, at 43 (“A robust market for third-party technology vending and servicing has allowed FinTechs to outsource some of the more costly and complicated components of building an application, such as the core system development and management, creative user experience design, customer service and bank data aggregation. This gives FinTech providers a low-cost advantage to enter and pivot in markets and products.”).
54. See Report on Open Banking, supra note 24, for a broad overview of different approaches to the implementation of Open Finance around the world.
Unveiled in 2017, this “Open Banking” framework imposes an affirmative obligation on the nine largest “high street” banks—representing over 90% of domestic retail banking business—to provide third parties with free and continuous access to specific customer information. This information includes transaction-level data for both personal and business current accounts. It also includes information about the prices, charges, features, benefits, and other terms and conditions associated with these accounts, along with those of commercial credit cards and small business loans. At the request of the customer, this information must be shared with third parties in a secure and standardized format. To ensure the protection of customer data, third parties seeking access to this data must first register with the Financial Conduct Authority (FCA) and comply with basic data privacy and security requirements.

In addition to introducing legal rules mandating data access and portability, the United Kingdom’s Open Banking framework also establishes a new governance structure designed to promote data interoperability. At the heart of this structure is a special purpose body, the Open Banking Implementation Entity (OBIE), funded by the nine participating banks and overseen by the FCA, the Competition and Markets Authority, and HM Treasury. The mandate of OBIE is to develop, publish, and update an open API—known as the Open Banking Standard—with the goal of “driving competition, innovation, and transparency in UK retail banking.” OBIE is also responsible for developing industry guidelines governing data security and fraud protection and for managing the process for resolving disputes between participating banks, third parties, and API developers. Accordingly, despite the framework’s relatively limited scope, the United Kingdom’s commitment to enhancing data access,
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57. See The Retail Banking Market Investigation Order 2017, supra note 55, at art. 12 (indicating that other banks are permitted join the framework voluntarily).

58. Id. at art. 14.

59. Id. at art. 12.

60. Id. at art. 10.
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portability and, in particular, interoperability via the development of open APIs has, in the eyes of many observers, marked it out as the early gold standard amongst Open Finance initiatives.66

Another jurisdiction that has made significant strides toward implementing the core principles of Open Finance is Australia. In August 2019, the Australian government enacted legislation introducing a “Consumer Data Right” (CDR), giving individual and small business customers the right to instruct businesses to share their personal information regarding the consumption of goods and services with third parties.67 While the objective is ultimately to expand the application of the CDR across sectors, the first stage of its implementation, beginning in January 2020, targeted the retail banking industry—and specifically the country’s four largest banks.68 The CDR will eventually enable customers to share a broad range of information, including customer, product, account, and transaction data for savings and current accounts, credit cards, mortgages, and other loans.69 Like the United Kingdom, the Australian government has also established a new Data Standards Body responsible for establishing technical standards governing consumer data sharing.70

The implementation of Open Finance in the European Union has thus far followed a different and somewhat more modest trajectory. Pursuant to the recently revised Payment Services Directive (PSD2), banks must provide a wide range of third parties with objective, real-time, and non-discriminatory access to customer account data.71 However, beyond this basic data access rule, PSD2 does

66. See Oscar Borgogno & Giuseppe Colangelo, Consumer Inertia and Competition-Sensitive Data Governance: The Case of Open Banking, 9 J. EUR. CONSUMER & MKT. L. 143, 147 (2020) [hereinafter Borgogno & Colangelo, Consumer Inertia and Competition-Sensitive Data Governance] (“[T]he British Open Banking remedy stands out as the only well-structured mechanism closely monitored by a government body . . . with the goal of delivering a sound implementation of account data access.”).


71. See Council Directive 2015/2366, 2015 O.J. (L 337) pbl. ¶¶ 56-68. PSD2 identifies two types of third parties that are permitted to access consumer account information: so-called “Account Information Service Providers” (AISPs), which enjoy read-only access to customer account information and (2) “Payment Initiation Service Providers” (PISPs), which have the ability to initiate payments directly from customer accounts. For a more detailed description of the PSD2 data access rules, see Oscar Borgogno & Giuseppe Colangelo, Data, Innovation and Competition in Finance: The Case of the Access to Account Rule, 31 EUR. BUS. L. REV. 573 (2020) [hereinafter Borgogno & Colangelo, Data Innovation and Competition in Finance].
relatively little to advance the core principles of data sharing, portability, or interoperability. As a preliminary matter, the access rule itself only applies to a relatively narrow range of payment accounts. Unlike the Australian analog, for example, the rule does not cover savings accounts, credit cards, mortgages, or small business loans. More importantly, PSD2 does not specify the format in which this data must be provided to third parties. Nor does it envision any concrete steps to promote the development of open APIs or other technical standards designed to enhance data interoperability. Especially when combined with PSD2’s relatively onerous data security requirements, it is thus not surprising that many third parties have initially reported struggling to gain timely and cost-effective access to account information.

Beyond the United Kingdom, Australia, and the European Union, a number of other jurisdictions are starting to build momentum in the realm of Open Finance. Brazil, Mexico, and Japan have all recently taken steps to introduce Open Banking frameworks. The central banks in Hong Kong and Singapore have developed open APIs designed to foster collaboration between incumbent banks, fintech disruptors, and data aggregators. And in Canada, an Advisory Committee on Open Banking established by the federal government recently delivered its final report laying out a detailed blueprint for implementing what it labels “consumer-driven finance.” Collectively, these developments raise an important and awkward question: where is the United States?

72. Council Directive 2015/2366, supra note 71, at art. 4. Specifically, PSD2’s data access rule only applies to “payment accounts,” which the Directive defines broadly as “account[s] held in the name of one or more payment service users which [are] used for the execution of payment transactions.” Compounding matters, European courts have adopted a narrow definition of what qualifies as a payment account. See Fracassi & Magnuson, supra note 9, at 366.
73. Fracassi & Magnuson, supra note 9, at 366.
74. Id. at 366-67.
D. Open Finance in the United States

Open Finance was always going to present a somewhat different set of challenges in the United States. The United States is home to the world’s largest, most fragmented, and most diverse financial services industry. It is also home to the most fragmented financial regulatory architecture, with over a dozen federal agencies, and hundreds of state regulators, responsible for overseeing discrete, yet often overlapping, components of the financial services industry. Relative to countries like the United Kingdom, Australia, and Canada, this fragmentation makes it more difficult to identify and rapidly respond to new market developments. Predictably, it also makes meaningful and sustained coordination between regulators and industry—an important feature of Open Finance initiatives in these other countries—far more challenging.

Together, these headwinds help explain why the United States has thus far taken what has been described as a “market-driven” approach to Open Finance. Indeed, the only significant federal legislation in this area is an obscure provision of the Dodd-Frank Wall Street Reform and Consumer Protection Act, the omnibus statute passed by Congress in the wake of the global financial crisis. Section 1033 of the Dodd-Frank Act requires providers of financial products and services to make available to a consumer, upon request, any information in their possession or control “relating to any transaction, series of transactions, or to the account including costs, charges and usage data.” Section 1033 requires that this information be provided “in an electronic form usable by consumers,” and mandates that the Consumer Financial Protection Bureau (CFPB) prescribe standards “to promote the development and use of standardized formats for information, including through the use of machine readable files, to be made available to consumers.”

The financial products and services covered by Section 1033 include deposit-taking, payments, check cashing, loans, real estate services, consumer reporting services, and financial data processing. The CFPB is also empowered to expand the scope of covered products and services in certain circumstances, including where a product or service is being used “as a subterfuge or with a purpose to evade any Federal consumer financial law.” However, although
Section 1033 technically applies to a relatively wide range of financial products and services, its scope and operation are uniquely limited in one very important respect. Specifically, Section 1033 only creates an express data access right in favor of customers themselves. It says absolutely nothing about whether financial institutions must also share this data with third parties. As a result, while Section 1033 takes constructive steps toward the introduction of one-off export portability, it is silent on the core principles of platform portability and interoperability.

Following the enactment of the Dodd-Frank Act in July 2010, the CFPB did not take any public action to implement Section 1033 until October 2017. This initial foray involved the release of non-binding principles governing the use of customer information by data aggregators. These principles, which the CFPB expressly acknowledges “are not intended to alter, interpret, or otherwise provide guidance on” existing legal protections, essentially just restate the core rights and obligations under Section 1033—including covered financial institutions’ obligation to provide customers with timely access to their personal information in a secure and usable format. The CFPB principles also encourage financial institutions to obtain informed consent, ensure the security and accuracy of customer data, and put in place mechanisms for resolving any customer disputes. Importantly, however, the principles do not address the more fundamental uncertainty at the heart of Section 1033 regarding the ability of customers to instruct financial institutions to share their information with third parties.

The CFPB principles were followed by the publication of an Advanced Notice of Proposed Rulemaking (ANPR) in November 2020. The ANPR lays out the background, objectives, and core provisions of Section 1033, describes the evolving Open Finance ecosystem in the United States, and identifies a number of questions on which the CFPB sought comment from industry stakeholders, policy groups, and the general public. Amongst other matters, these questions related to the costs and benefits of consumer data access, the optimal scope of data access rights, the impact of greater data access on competition, data privacy, and security, and the role of the CFPB and industry

90. Id. at 2
91. Id. at 3.
92. Id. at 3-4.
95. Id.
stakeholders in the design and implementation of data standards. The range of questions canvassed in the ANPR is both thorough and important. At the same time, over a decade after the enactment of the Dodd-Frank Act, the fact that the CFPB has only recently started to seriously engage with these questions demonstrates just how far the United States has fallen behind many other jurisdictions.

In the absence of a well-developed legal framework, the burden of developing common data sharing standards has largely fallen to the financial services industry itself. Prominent industry initiatives include the Financial Data Exchange (FDX), a non-profit consortium of incumbent financial institutions, fintech disruptors, and data aggregators created with the objective of developing “a common, interoperable, royalty-free standard for secure and convenient consumer and business access to their financial data.” NACHA, the organization that governs the ACH Network, has similarly created a standard-setting group called Afinis that has published several open APIs for use in the payments industry. Yet it would be remarkably shortsighted to view these initiatives simply as a burden—a digital cross that the industry has been forced to bear. Indeed, as we shall see, the absence of government intervention has created an enormous opportunity for at least one key group of industry stakeholders to shape this emerging financial market infrastructure.

II. The Promise of Open Finance

In the eyes of its proponents, the new age of Open Finance holds out the promise of a revolution. By leveling the informational playing field between incumbent financial institutions and fintech disruptors, they believe Open Finance will inject much needed competition into the financial services industry. This competition will then encourage the development and adoption of new technologies—driving lower costs, better quality products and services, and the emergence of a more resilient financial system. This Part describes the still largely theoretical promise of Open Finance. Part III then explains why the concentrated structure of the Open Finance ecosystem in the United States makes it increasingly unlikely that this promise will be fulfilled.

A. A Level Informational Playing Field

The promise of Open Finance stems first and foremost from the benefits of unlocking the tens of thousands of informational vaults at the heart of our current financial system. As we have seen, the key feature of this closed system is that
incumbent banks, brokers, asset managers, insurance companies, and other financial institutions each enjoy a high degree of control over the personal information disclosed to them by their customers, along with the valuable payment and other transactional data generated over the course of their customer relationships. To protect the economic value of this private information, the business models, information systems, and legal frameworks of these financial institutions have for centuries been designed to keep it out of the public domain and away from the prying eyes of competitors, regulators, and even from customers themselves.

These vaults tilt the informational playing field in favor of incumbent financial institutions. Incumbent banks, for example, can use this private information to screen and monitor the creditworthiness of their existing borrowers. This access gives incumbent banks an edge over potential competitors, who would theoretically need to collect and analyze this customer information from scratch.99 Where competitors are not able to obtain or otherwise replicate all of this private information, incumbent banks will retain a comparative advantage in understanding the businesses and credit profiles of their customers—enabling them to more accurately price and better structure the terms of individual loans.100 This can lead to a “winner’s curse,” where competitors are only able to attract customers away from incumbents when they have underpriced the relevant business, credit, and other risks.101 Anticipating this prospect, competitors may rationally decide not to vigorously compete for an incumbent’s customers, thus further solidifying the advantages of incumbency.

Incumbent financial institutions can also use aggregated customer information to gain valuable insights into consumer saving, spending, and borrowing habits. These insights can then be used to design better financial products and services, create more effective and targeted advertising campaigns, and more accurately measure and price potential risks.102 Crucially, the greater
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102. See Dirk A. Zetzsche, Douglas W. Arner & Ross P. Buckley, Decentralized Finance, 6 J. FIN. REG. 172, 197 (2020) (“Once these data pools are assembled they can be used for targeting advertising, undercutting prices, offering new tailored services more quickly to more clients, or data analysis in all markets where superior information benefits profits.”); Levitin, supra note 45, at 333 (“Consumer data is a hugely valuable byproduct of payment transactions. It can be analyzed for marketing purposes, as payment data tells what a consumer has been interested in purchasing and what they are willing to pay for it.”).
the number of customers, and the more granular the information that incumbents have about them, the more insights this information is likely to yield. Once again, this gives older, larger incumbents a distinct informational advantage. Yet even if these incumbents do not want to leverage customer information in this way, the simple ability to exclude others from doing so serves to further entrench the competitive status quo.

Given these advantages, it should come as no surprise that incumbent financial institutions have historically gone to great lengths to defend these informational bastions against a succession of barbarians at the gate. Most recently, in response to the growing threat posed by fintech disruptors, incumbents such as JPMorgan, PNC Bank, and Capital One have been accused of throwing up an array of legal and technological obstacles, including restricting third-party access to online customer account information, blocking incoming internet traffic from servers used by fintech disruptors, and forcing disruptors to enter into burdensome data sharing agreements. These defensive tactics reflect the enormous economic value of the private information currently locked away in incumbents’ vaults. They also highlight the reality that, in the absence of an affirmative legal obligation, incumbents typically possess powerful incentives not to share this information with anyone—let alone their nascent competitors.

Viewed in this light, legal frameworks supporting the core principles of Open Finance can be understood as a direct response to this pervasive incentive problem. As Fracassi and Magnuson explain: “Given these dynamics, regulatory pressure to improve and increase data sharing within the financial industry is both desirable and necessary. Without it, it is likely that efforts to create open, transparent financial markets will be slow and halting.”

Put differently, data access and data sharing rules are designed to compel incumbent financial institutions to open their vaults, thereby neutralizing their comparative advantage and leveling the informational playing field. In turn, leveling this playing field


106. See Van Loo, Technology Regulation by Default, supra note 93, at 535 ("As a general matter, financial institutions serving customers have an incentive to limit third-party access, which makes their data more valuable.").

107. Fracassi & Magnuson, supra note 9, 353. See also Van Loo, Making Innovation More Competitive, supra note 19; Van Loo, Digital Market Perfection, supra note 22.
represents a necessary, if insufficient, first step toward the objective of promoting greater competition within the financial services industry.

B. More Vibrant Competition

The financial services industry has a competition problem. Despite the seemingly relentless pace of financial and technological innovation, empirical evidence suggests that the efficiency of the industry has almost completely stagnated over the last century. Economist Thomas Philippon, for example, has measured the efficiency of the financial services industry in the United States by comparing the quantity of assets held by financial institutions against the spreads, charges, and other fee income generated on these assets. Remarkably, Philippon finds that this intermediation ratio has remained relatively constant over the past 130 years at between 1.5 and 2 percent. The financial services industries in the United Kingdom, Germany, and France have been afflicted by a similar torpor. These findings suggest that the financial services industries in some of the world’s most dynamic economies managed not to generate any efficiency gains over the course of a century that saw the invention of the computer, dramatic advances in data storage and processing power, and the emergence and widespread adoption of the internet. Most importantly, these findings suggest that—contrary to what we would expect to observe in a competitive marketplace—many technological advances have not driven down the cost of financial products and services for consumers. As Philippon explains: “Financial services remain expensive and financial innovations have not delivered significant benefits to consumers. The point is not that finance does not innovate. It does. But these innovations have not improved the overall efficiency of the system.”


112. Consistent with these findings, there is empirical and anecdotal evidence pointing to a lack of competition within specific segments of the financial services industry, including banking, payments, and even the burgeoning fintech market. See, e.g., Carin van der Cruijsen & Maaie Diepstraten, Banking Products: You Can Take Them with You, So Why Don’t You?, 52 J. Fin. SERV. RSCH. 123 (2017); Lawrence M. Ausubel, The Failure of Competition in the Credit Card Market, 81 AM. ECON. REV. 50 (1991); Victor Stango, Pricing with Consumer Switching Costs: Evidence from the Credit Card Market, 50 J. IND. ECON. 475, 489 (2002); Van Loo, Making Innovation More Competitive, supra note 19, at 242-48.

There are several possible competitive frictions in the machinery of modern finance that have contributed to this apparent market failure. We have already encountered the first source of friction: pervasive asymmetries of information between incumbent financial institutions, customers, and aspiring new entrants. A second source of friction is high switching costs. Switching costs are incurred by customers in the process of moving their bank accounts, loans, investments, or other financial products and services from one financial institution to another. These costs include the time and effort necessary to search for cheaper, better quality, or more individually tailored products and services. They also include the hassle of filling out application forms and coordinating the process of transferring a customer’s personal and historical transactional information to a new institution.

Lastly, many segments of the financial services industry are characterized by pronounced economies of scale and network effects. Economies of scale exist when the average unit cost of producing a product or service decreases as the volume of production increases. This bestows an advantage on larger financial institutions, who can supply products and services to the market at a lower cost than their smaller competitors. Network effects, meanwhile, exist when the addition of new customers increases the value of an institution or network of institutions from the perspective of existing customers. Classic examples of goods that exhibit these network effects include the telephone, email, and social media networks and, in the realm of finance, stock exchanges, credit card networks, and payment systems. In effect, the attractiveness of advantages. The Promise & Perils of Open Finance


these network goods to any given user is a function of the number of other users. Importantly, this makes customers less likely to switch to new institutions or networks that do not already enjoy a critical mass of existing customers. Like economies of scale, network effects thus give larger financial institutions a comparative advantage over their smaller rivals.117

These frictions generate a range of competitive distortions. Asymmetries of information between financial institutions erect formidable barriers to the entry of new, more innovative, and more efficient competitors.118 These barriers are compounded by economies of scale. New entrants need large volumes of customer information to compete effectively with incumbents, but they need to compete effectively to attract new customers and acquire this information in the first place. Even where new entrants are somehow able to gain a foothold in the market, high switching costs and network effects mean they may still face pronounced “lock-in” effects—undercutting the incentives of customers to identify and switch to new financial institutions even when they offer superior products and services.119 These lock-in effects are particularly powerful where incumbents sell a wide range of products and services, thus offering customers the convenience of a one-stop financial supermarket, and also creating opportunities for tied selling.120 By insulating the market from the forces of vigorous competition, these distortions can enable incumbents to build and protect a dominant market position.121 Incumbents can then exploit this position by charging higher prices, reducing the quality of financial products and services, and designing these products and services in ways that exploit the behavioral biases of consumers.122


117. See Michael L. Katz & Carl Shapiro, Systems Competition and Network Effects, 8 J. ECON. PERSPECTIVES 93 (1994).

118. See Ezrachi & Stucke, supra note 22; Nathan Newman, Search, Antitrust, and the Economics of the Control of User Data, 31 YALE J. ON REGUL. 401 (2014) (describing how control of user data by large incumbents can erect barriers to the entry of new competitors); Fracassi & Magnuson, supra note 9, at 377.

119. For a more detailed discussion of lock-in effects, see JOSEPH FARRELL & PAUL KLEMPERER, HANDBOOK OF INDUSTRIAL ORGANIZATION 1967 (Mark Armstrong & Robert Porter eds., 2007). See also Borgogno & Colangelo, Data Innovation and Competition in Finance, supra note 71, at 1 (“Suppliers enjoy greater market power whenever consumers face hurdles in accessing relevant information and comparing market prices. Furthermore, limited switching between providers reduces incentives for entry and for vigorous competition. Indeed, consumer inertia should be regarded as an actual barrier to entry and expansion for newcomers.”).

120. Tied selling takes place when a firm makes the purchase of a product or service by a consumer conditional on the purchase of another product or service. In effect, tied selling exploits customer demand for one product to induce them to purchase additional or “bundled” products that they may not want or need (at least not at the bundled price). In the United States, tied selling is generally illegal under the Sherman Antitrust Act, 15 U.S.C. §§ 1-2 (2018).

121. See Report on Digital Platforms, supra note 11, at 57-76.

122. Id. at 12 (“There are many well-known problems that follow from lack of competition, including higher prices, less innovation, and lower quality in all its forms.”); Borgogno & Colangelo, Data Innovation and Competition in Finance, supra note 71.
These distortions illuminate the fundamental logic underpinning the core principles of Open Finance. As we have already seen, data access and data sharing rules represent an important first step. Specifically, by dismantling the legal, technological, and economic vaults at the heart of the existing closed system, these rules would reduce asymmetries of information between incumbents, fintech disruptors, and their customers. In theory, this would enable more and better use of valuable customer information. Yet where implemented on their own, data access and data sharing rules are unlikely to overcome the distortions created by high switching costs, economies of scale, or network effects. Ultimately, granting customers legal rights to access and share their information will be of little use where the cost of exercising these rights remains high. By the same token, customers may find that these rights yield few practical benefits—especially in terms of greater choice—where the universe of aspiring competitors is restricted to those financial institutions that can singlehandedly bear the costs of building the technological infrastructure necessary to support data sharing.

This is where data portability and interoperability rules come into play. Effective network portability rules complement data access and data sharing rules by ensuring that customers can easily transfer their personal and transactional information from one financial institution to another, often with the click of a button. In turn, effective network portability requires a high level of interoperability between the information systems of each of the financial institutions—both incumbents and fintech disruptors—within a given network. Ideally, this interoperability should facilitate the seamless real-time transfer of large volumes of customer information across the widest possible network of financial institutions. Where they can be developed, this makes open APIs the most desirable technological platform on which to build an interoperable network.

Viewed from this perspective, legal frameworks supporting data portability and interoperability hold out two potential benefits. First, by mandating network portability, these frameworks can lower switching costs for customers, thus eliminating the hassle of one-off export portability and, even worse, the prospect of having to manually enter detailed customer information on new application forms. Second, by forcing incumbents to invest in the development of the technological infrastructure necessary to comply with data portability and interoperability rules, these frameworks can help ensure that the costs of building
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125. See Vives, supra note 10, at 268 (“To keep the market sufficiently competitive, it will be crucial to have data . . . portability for individuals and data interoperability between platforms so that switching costs for customers are minimized.”).
interoperable networks are not borne entirely by aspiring new entrants. They can also help economize on these costs by providing a coordination mechanism and governance structure for the development of open APIs, data privacy and security rules, and dispute resolution processes. Together, well-designed data portability and interoperability rules can thus reduce barriers to entry by making it possible for fintech disruptors and other new entrants to exploit the opportunities presented by data access and data sharing rules. In this way, the core principles of Open Finance can enable a broader cross-section of financial institutions to capitalize on economies of scale while simultaneously reducing the competitive distortions generated by high switching costs, network effects, and the associated lock-in effects.

Ultimately, if data access and data sharing rules seek to level the informational playing field, data portability and interoperability rules seek to ensure that there is a large, diverse, and competitive universe of players. In this more competitive financial ecosystem, both incumbents and fintech disruptors would be forced to compete on the basis of quality, cost, and other features in order to attract and retain customers. Greater competition would also drive financial institutions to harness new technologies in order to deliver higher quality, less expensive, and more individually tailored products and services. In theory, the net result would be a more dynamic and efficient financial services industry that offered more and better choices for consumers.

C. Better Financial Products and Services

Promoting more vibrant competition is all well and good, but the real question is whether this competition yields meaningful and lasting benefits for consumers. This is a difficult question to answer with any real certainty. Indeed, while the expectation is that competition will drive the development of new, better, and cheaper financial products and services, the nature of market competition means that we cannot confidently predict what those future products and services will look like and, thus, what benefits and costs they will ultimately yield. Nevertheless, proponents of Open Finance point to a number of specific, plausible, and potentially significant benefits that they argue provide a compelling justification for forging ahead into this brave new world.

These benefits can be broken up into two categories. The first category includes benefits stemming from the more effective use of technology by financial institutions to gather, sort, and analyze the treasure trove of customer
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126. See KENNETH J. ARROW, THE RATE AND DIRECTION OF INVENTIVE ACTIVITY: ECONOMIC AND SOCIAL FACTORS 609-26 (Kenneth Arrow ed. 1962); Vives, supra note 10, at 244 (“Digital technology may have a large impact in terms of increasing competition and contestability of banking markets. Banking will move toward a customer-centric platform-based model, and incumbents will have to restructure.”); Report on Digital Platforms, supra note 11, at 118 (“Interoperability would facilitate ongoing competition on the merits of the user experience, rather than on the size of the installed base, and potentially stimulate robust competition. . . . With easy interoperability, users will be free to make a real choice about which service they prefer. This will encourage new market entry and vigorous competition between providers.”).
information that would be available within this new financial ecosystem. The existence of this extremely large and deep dataset would encourage financial institutions to invest in technologies—like APIs—designed to automate the processes governing the collection, organization, analysis, and use of this information.\textsuperscript{127} Greater automation would then provide the technological backbone for the development of a faster, more transparent, and more seamless customer experience.\textsuperscript{128} The existence of this dataset would also encourage financial institutions to use advanced data analytics such as machine learning and artificial intelligence to analyze this information with a view to extracting valuable insights into customer preferences, risk tolerance, and saving, spending, and borrowing habits.\textsuperscript{129} These insights could then be used to design better financial products and services, and to market these products and services directly to the consumers who stand to benefit most from them.\textsuperscript{130}

The combination of advanced data analytics and large, deep datasets could also be used to improve the process of identifying, pricing, and managing various risks. For example, by combining customer-specific information with insights from machine learning, artificial intelligence, and alternative data sources such as social media, lenders may be able to make better predictions about the creditworthiness of prospective borrowers.\textsuperscript{131} Supporting this intuition, economists at the Bank for International Settlements have found that credit scoring models based on machine learning techniques and the use of alternative data sources improves default prediction compared with traditional credit scoring models.\textsuperscript{132} Similarly, a recent study by the not-for-profit FinRegLab found that credit scoring models that use detailed customer payment data are better than traditional tools for distinguishing between more and less risky borrowers.\textsuperscript{133} Where the application of these new technologies yields better predictions, this would enable financial institutions to more accurately price loans to reflect the risks posed by individual borrowers, and then to more effectively manage these

\textsuperscript{127} A dataset is “large” if it contains information for a significant number of customers; a dataset is “deep” if it contains a significant amount of information about each of these customers.

\textsuperscript{128} See Vives, supra note 10, at 251; Petralia et al., supra note 9, at 41.

\textsuperscript{129} See Vives, supra note 10, at 256; Petralia et al., supra note 9, at 41; Fracassi & Magnuson, supra note 9, at 332; Report on Digital Platforms, supra note 11, at 49.

\textsuperscript{130} Fracassi & Magnuson, supra note 9, at 332, 339, 340 (arguing that big data, artificial intelligence, and mobile computing have the potential to dramatically improve individuals’ access to beneficial banking services); Report on Digital Platforms, supra note 11, at 48 (“[T]his targeting can also raise the quality of services provided by platforms. When they can identify individual tastes at fine levels and personalize their services to this taste, they often improve people’s lives.”); Dirk A. Zetzsche, Ross P. Buckley, Douglas W. Armer & Jonos Nathan Barberis, From FinTech to TechFin: The Regulatory Challenges of Data-Driven Finance 19 (University of Hong Kong Faculty of Law Research Paper No. 2017/007, 2017).

\textsuperscript{131} See Petralia et al., supra note 9, at 41.


risks. In theory, these technologies could also help reduce the impact of implicit biases in lending decisions, thus potentially expanding the availability of credit to previously underserved borrowers and communities.

The second category includes benefits stemming from the more effective use of information and technology by consumers. Open Finance can help improve consumer decision-making in a variety of ways. First, by breaking open the informational vaults of incumbent financial institutions, effective data access, data sharing, and interoperability rules would facilitate the aggregation of customer information across different institutions and platforms. Using applications offered by institutions such as Mint, Yodlee, and Quicken, customers could then use this aggregated information to create a single, comprehensive snapshot of their personal finances. These snapshots can provide customers with useful insights into their spending habits and overall debt levels. They can also promote better household budgeting and long-term financial planning. Crucially, these snapshots reduce the costs of keeping track of a customer’s personal finances, thus replicating the convenience of using a single institution for all their financial products and services. This, in turn, further reduces potential switching costs, helps overcome consumer inertia, and promotes greater competition.

Second, Open Finance can support the emergence of technology designed to help consumers search for and compare financial products and services. Consumers face significant time and other resource constraints. These constraints are compounded by the high costs of identifying financial products and services that satisfy their specific needs. Indeed, even the relatively simple task of comparing different bank accounts demands that consumers compare prevailing interest rates, charges, overdraft fees, online account access, and other product features. Consumers then need to determine which constellation of features is right for them and their own unique circumstances. To help reduce these costs, recent years have witnessed the emergence of online price

134. See Petralia et al., supra note 9, at 40-41.
136. Like many elements of Open Finance, this is already technically possible in many cases. Specifically, where either (1) all the financial institutions used by a given customer use partner- or open-APIs to share data, or (2) the customer has manually downloaded the data and then uploaded it to a data aggregator or financial planning app, the net result will often be the same.
137. See Gambacorta, supra note 132, at 16.
138. Id.
139. Id.
141. See Borgogno & Colangelo, Data Innovation and Competition in Finance, supra note 71, at 577-78; Zernick, supra note 140, at 358.
143. The comparison process for even basic loan products can be even more challenging. See John Y. Campbell, Restoring Rational Choice: The Challenge of Consumer Financial Regulation, 106 AM. ECON. REV. 1, 17-20 (2016).
comparison platforms like Nerdwallet, Credit Karma, and WalletHub. These platforms use sophisticated algorithms to help consumers identify the financial products and services that best suit their needs, and to compare the price and other salient features of different options.

Crucially, the more information these price comparison platforms possess about individual consumers, broader trends in consumer behavior and demand, and the universe of available products and services, the more likely it is that their algorithms will identify the best options for each consumer. In this way, Open Finance can help improve the quality of the recommendations that these platforms make. This in turn can promote consumer confidence, improve consumer decision-making, and encourage consumers to actively shop around for the best products and services. The existence of more confident, better informed, and highly motivated consumers would then reorient the incentives of financial institutions—and especially new entrants seeking to capitalize on the amplifying power of these platforms—toward supplying products and services that catered to this more sophisticated, discerning, and elastic demand.

Third, by combining advanced data analytics with more and better information, Open Finance can help overcome ingrained biases in consumer decision-making. In their book, Dollars and Sense: How We Misthink Money and How to Spend Smarter, behavioral scientist Dan Ariely and lawyer Jeff Kreisler describe how overconfidence, emotions, and implicit biases can lead to bad financial decisions. Importantly, Ariely and Kreisler see a role for financial technology (e.g., mobile apps) in improving the quality of these decisions and, ultimately, enhancing consumer welfare. Specifically, in the same way that fitness and wellness apps help us better understand the impact of our choices on our physical and mental health, financial apps can better frame how decisions about what to do with our money impact our overall financial health. For example, apps can use past payment data and algorithms to predict a consumer’s upcoming expenses, monitor their spending habits, and then alert them to purchases that may result in short-term cash flow problems.

In some cases, these apps could even replace consumer decision-making altogether. Imagine an app that could identify the optimal payment method for a given purchase in light of prevailing interest rates, available rewards, or other features, calculate how much to transfer from a consumer’s current account to their savings or investment account each month, and even block late night

144. See Borgogno & Colangelo, Consumer Inertia and Competition-Sensitive Data Governance, supra note 66, at 144 (“[M]ore specifically, digital technologies could encourage searching, shopping around and, more generally, could empower consumers by raising their awareness and making them conscious decision-makers in the markets.”).

145. Id. (“This capability has improved consumer welfare by reducing search and comparison costs significantly, which in turn induces price competition between service providers.”).

146. See generally DAN ARIELY & JEFF KREISLER, DOLLARS AND SENSE: HOW WE MISTHINK MONEY AND HOW TO SPEND SMARTER (2017).

147. Id.

148. See Borgogno & Colangelo, Data Innovation and Competition in Finance, supra note 71, at 579; Zernick, supra note 140, at 364-65.
impulse purchases from online retailers.\textsuperscript{149} Like price comparison platforms, the quality of these apps is ultimately a function of the amount and quality of available data. By unlocking the informational vaults of incumbent financial institutions and building the technological infrastructure necessary to share this data in real-time, Open Finance can thus improve the quality of the products and services on which consumers increasingly rely to make important financial decisions.

\textit{D. A More Resilient Financial System}

The last and perhaps least heralded source of promise stems from the potential impact of Open Finance on the structure and resilience of the financial system. In the existing, largely closed system, consumers, assets, and activities gravitate toward a relatively small number of large incumbents. The seven largest banks in the United States have roughly the same stock of financial assets as all other U.S. banks combined.\textsuperscript{150} Similarly, the vast majority of retail payments flow through a tightly-knit network of large banks.\textsuperscript{151} And just a handful of large players dominate the U.S. investment management industry, each managing \textit{trillions} of dollars on behalf of their clients.\textsuperscript{152} This concentration both reflects and reinforces high switching costs and pronounced lock-in effects, thereby undermining vibrant competition and limiting consumer choice. It also contributes to the emergence of financial behemoths that may ultimately be viewed by policymakers as “too-big-to-fail.”

As described by the Financial Stability Board, the global oversight body for systemic risk, the too-big-to-fail problem arises when the impending failure of a financial institution—“given its size, interconnectedness, complexity, cross-border activity or lack of substitutability”—forces policymakers to rescue it using public funds “to avoid financial instability and economic damage.”\textsuperscript{153} In theory, the core principles of Open Finance can help ameliorate the too-big-to-fail problem in at least two ways. First, by reducing switching costs and other barriers to entry, greater data access, sharing, portability, and interoperability can

\begin{itemize}
\item \textsuperscript{149} Zernick, \textit{supra} note 140, at 364-65.
\item \textsuperscript{151} \textit{See} Kimmo Soramäki, Morten L. Bech, Jeffrey Arnold, Robert J. Glass & Walter E. Beyeler, \textit{The Topology of Interbank Payment Flows} 3 (Fed. Res. Bank of N.Y. Staff Reports, no. 243, 2006) (reporting that just 66 banks—less than 1 percent of all chartered deposit-taking institutions—accounted for roughly 75 percent of the total volume of inter-bank payments).
\item \textsuperscript{152} \textit{See} America’s Top 50 Asset Managers by AUM, \textsc{Adv Ratings}, https://www.advratings.com/top-us-asset-managers [https://perma.cc/MTH7-VNDQ].
\end{itemize}
promote the *unbundling* of financial products and services. Where customers no longer face the inertia of high switching costs, we would expect them to be more likely to shop around for the highest quality, lowest price, and most suitable financial products and services. In many cases, this will mean that each consumer obtains products and services from several different financial institutions. Simultaneously, armed with more information and faced with fewer barriers to entry, we would expect fintech disruptors—many specializing in specific financial products and services—to emerge to meet this new consumer demand. From a systemic perspective, the existence of more and more-specialized financial institutions would then reduce our structural reliance on a small number of large incumbents. The result would be a less concentrated, more diverse financial ecosystem that may be better able to weather severe shocks without the need for government support.

The second way that Open Finance can help ameliorate the too-big-to-fail problem and improve the resilience of the financial system is by reducing the economic fallout when financial institutions do actually fail. As we have seen, banks and other lenders generate valuable private information about the creditworthiness of their borrowers, the value of any assets that these borrowers pledge as security against their loans and, ultimately, the quality of the loans themselves. Where these financial institutions fail, there is a risk that this private information may be lost, thereby making it more difficult for borrowers to obtain new loans on the same terms. During periods of widespread financial instability, there is also the risk that this loss of private information could contribute to a more generalized contraction in the availability of credit. Research conducted by economist and former Federal Reserve Board Chairman Ben Bernanke, for example, has found that the loss of private information as a result of local bank failures contributed to the depth and severity of the Great Depression. Of course, at least some of this private information—especially so-called “soft” information—may be difficult to capture in electronic form. Nevertheless, insofar as Open Finance would make it easier for borrowers to share this information with prospective new lenders, it would also reduce the costs of institutional failure, guard against potentially crippling credit contractions, and
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155. As explained by the Bank for International Settlements: “These could be services provided along different segments of the financial service delivery chain that have traditionally been provided by banks, or new non-financial services that create additional value to the delivery chain.” Gambacorta et al., *supra* note 132, at 8.

156. See Bernanke, *supra* note 25, at 272.

157. See Jose Maria Liberti & Mitchell A. Petersen, *Information: Hard and Soft*, 8 REV. CORP. FIN. STUD. 1, 1-3 (2018) (defining “hard” information as quantitative, easy to store, and capable of being transmitted in a variety of ways and comparing it with “soft” information, which “is difficult to completely summarize in a numeric score, that requires a knowledge of its context to fully understand, and that becomes less useful when separated from the environment in which it was collected”).
thus relieve some of the pressure on policymakers to undertake costly and distortive bailouts.

The promise of Open Finance stems from the prospect that a level informational playing field will unleash the forces of competition—driving technological innovation, the development of new and better financial products and services, and the creation of a more resilient financial system. The trillion-dollar question is: what’s the catch?

III. The Perils of Open Finance

Even the most vocal advocates of Open Finance acknowledge the existence of legal, technological, and other challenges that need to be addressed before the full potential of Open Finance can be realized. As a threshold matter, any shift toward Open Finance must be accompanied by mechanisms designed to ensure that consumers give informed consent regarding the collection, transfer, and use of their personal information.\textsuperscript{158} The shift toward Open Finance should also be accompanied by the development of strong data privacy, data security, and fraud protections,\textsuperscript{159} along with legal frameworks that clearly allocate liability among incumbent financial institutions, fintech disruptors, and data aggregators for any data breaches, identify theft, and cyber-fraud.\textsuperscript{160} And for all the potential benefits of artificial intelligence, machine learning, and other advanced data analytics, the use of these tools pose the risk of algorithmic discrimination and the possibility that financial institutions might apply the insights they gain in order to exploit consumer behavioral biases.\textsuperscript{161} Successfully addressing these challenges will be key to building trust in this new financial ecosystem.

Yet proponents of Open Finance have all but ignored a far more fundamental challenge. This challenge stems from the economics underlying the new infrastructure at the heart of Open Finance: data aggregators. This infrastructure is characterized by pronounced economies of scale, scope, and network effects that combine to erect significant barriers to entry, undercut competition, and propel the market toward monopoly.\textsuperscript{162} These dynamics are

\textsuperscript{158} See, e.g., Fracassi & Magnuson, supra note 9, at 373; Petralia et al., supra note 9, at 50.

\textsuperscript{159} See, e.g., Know Before You Share: Be Mindful of Data Aggregation Risks, FINRA (Mar. 29, 2018), https://www.finra.org/investors/alerts/be-mindful-data-aggregation-risks [https://perma.cc/A3JP-PGKW]; Nydia Remolina, Open Banking: Regulatory Challenges for a New Form of Financial Intermediation in a Data-Driven World 36 (SMU Centre for AI & Data Governance Research Paper No. 2019/05, 2019); Fracassi & Magnuson, supra note 9, at 358; Gambacorta et al., supra note 132, at 15; Packin, supra note 12, at 1317-18, 1325, 1328-29; Report on Digital Platforms, supra note 11, at 66; Borgogno & Colangelo, Data, Innovation and Competition in Finance, supra note 71, at 583.

\textsuperscript{160} See, e.g., Petralia et al., supra note 9, at 51; Vives, supra note 10, at 269.

\textsuperscript{161} Report on Digital Platforms, supra note 11, at 41-42, 58-60; Packin, supra note 12, at 1331. See also Solon Barocas & Andrew D. Selbst, Big Data’s Disparate Impact, 104 CALIF. L. REV. 671, 677-80 (2016); Ru & Shoar, supra note 11.

\textsuperscript{162} The fact that proponents of Open Finance have ignored this challenge is even more remarkable given how many of them have expressed concern that “Big Tech” may eventually come to occupy a dominant position in the data aggregation market. See, e.g., Vives, supra note 10, at 255-56, 260; Zetzsche et al., Decentralized Finance, supra note 102; Zetzsche et al., From FinTech to TechFin,
compounded by the highly fragmented structure of both the conventional banking industry and the emerging fintech ecosystem. This Part describes the economics of data aggregation, the emerging structure of the data aggregation market in the United States, and why the promise of Open Finance—in terms of more vibrant competition, better financial products and services, and a more resilient financial system—may ultimately be outweighed by the perils of market concentration, the abuse of monopoly power, and the distortions created by a new breed of too-big-to-fail institutions.

A. The Economics of Data Aggregation

The core principles of Open Finance seek to dismantle the informational vaults at the heart of modern finance. However, while these principles are designed to level the competitive playing field, the economics of data aggregation generate a powerful countervailing force, driving industry concentration, consolidating market power, and threatening to undermine vibrant competition. These economics are a function of the highly fragmented structure of the U.S. financial services industry, economies of scale and scope in data collection and analysis, the position of data aggregators at the center of a two-sided market, and network effects in the market for API developers.

1. Financial Services Industry Fragmentation

The United States is home to an extremely fragmented financial services industry. The conventional banking system offers an illustrative example. The United States is currently home to 4,796 federally- and state-chartered banks, over 4,800 credit unions, and over 250 thrifts. These institutions range from global banking giants such as JPMorgan, Bank of America, Citigroup, and Wells Fargo, to the thousands of regional and local banks that have for centuries dotted the American financial landscape. This fragmentation is particularly stark when compared with other jurisdictions that have highly developed financial systems, many of which have already adopted, or are in the process of adopting, the key principles of Open Finance. Figure 2 highlights this fragmentation by comparing the number of banks and other insured depository institutions in each of the

supra note 130; Borgogno & Colangelo, Data Innovation and Competition in Finance, supra note 71; Zacharidis & Ozcan, supra note 37; Remolina, supra note 159 (all warning of the threat that Google, Amazon, Facebook, or other “Big Tech” firms will enter the financial services industry).

United States, the United Kingdom, the European Union, Canada, and Australia against both their total population and economic output.

Figure 2. U.S. Banking Industry Fragmentation in Comparative Perspective

<table>
<thead>
<tr>
<th>Jurisdiction</th>
<th>Insured deposit-taking institutions (IDIs)</th>
<th>IDIs per million population</th>
<th>GDP per IDI (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>9,907</td>
<td>29.8</td>
<td>$2.3 billion</td>
</tr>
<tr>
<td>European Union</td>
<td>5,123</td>
<td>11.5</td>
<td>$3.3 billion</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>357</td>
<td>5.3</td>
<td>$7.8 billion</td>
</tr>
<tr>
<td>Canada</td>
<td>81</td>
<td>2.1</td>
<td>$18.6 billion</td>
</tr>
<tr>
<td>Australia</td>
<td>96</td>
<td>3.7</td>
<td>$25.1 billion</td>
</tr>
</tbody>
</table>

On the other side of the emerging Open Finance ecosystem, the rapidly expanding fintech industry is also characterized by a high level of fragmentation. While reliable and comprehensive data is not available, global consultancy firm Deloitte estimated in 2017 that there were over 2,000 fintech disruptors targeting banking and capital markets, over 1,500 in the insurance industry, and over 400 in the investment management industry. There is also evidence that the pace of new entry has only increased since 2017, with the United States being one of the most popular jurisdictions for fintech start-ups. Like the conventional
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banking system, the fintech industry is home to firms of vastly different sizes, ranging from household names like PayPal, Stripe, Robinhood, and SoFi, to small start-ups seeking their first rounds of seed financing.

The fragmentation of the U.S. financial services industry is one of the key drivers of the burgeoning data aggregation market. Developing the technological architecture necessary to connect to and, importantly, compete in an Open Finance ecosystem can be extremely costly. At the front end, this architecture includes developing a customer interface and user authentication protocols. At the back end, it includes developing APIs, data management and analytics tools, and security protocols. These technology costs are compounded by the costs of designing bespoke APIs that are interoperable with those of other ecosystem participants, and by the costs of negotiating sophisticated legal agreements with partners governing data sharing as well as the allocation of liability for data breaches.\(^\text{167}\)

Importantly, while a small handful of large banks and other financial institutions may be in a position to absorb and amortize these costs, they will often be prohibitive for many smaller banks and fintech disruptors—thus erecting a potentially significant barrier to entry.\(^\text{168}\) As one senior industry insider has observed: “only the largest banks have had the resources—and the time—to devote to the extensive and technical application programming interface (API) integration, testing and compliance, and the legal and contractual reviews necessary to meet [financial institutions’] standards for data sharing.”\(^\text{169}\) Viewed from this perspective, data aggregators—which can amortize these costs across hundreds, if not thousands, of customers—represent a potential turnkey solution for the wide range of incumbent financial institutions and fintech disruptors that simply do not have the financial, technological, human, or other resources needed to directly connect to an Open Finance ecosystem.

Data aggregators also play an important role in reducing the coordination costs associated with the development of standardized data access, sharing, portability, and interoperability rules. In the absence of government intervention of the variety seen in the United Kingdom with the creation of OBIE and the
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\(^\text{167}\) See Magnuson & Fracassi, supra note 9, at 355 (“[N]egotiating a single contract with a bank can be costly, but at least it has a limited time horizon and fixed costs. Negotiating thousands of such contracts, on the other hand, is beyond the reach of all but the largest fintech companies.”); see also Penny Crosman, Wells Fargo Strikes Data-Sharing Agreement with Plaid, AM. BANKER (Sept. 19, 2019, 7:00 AM), https://www.americanbanker.com/payments/news/wells-fargo-strikes-data-sharing-agreement-with-plaid [https://perma.cc/CDP6-HN2T].

\(^\text{168}\) See Magnuson & Fracassi, supra note 9, at 354 (“The cost for a small fintech startup to gain access to this system—where there are thousands of different banks that must be taken into account, each with its own website, authentication procedures, and account design—is high.”); Packin, supra note 12, at 1300 (“While APIs are becoming more common, their development can be pricey, which means smaller banks with fewer resources might not utilize them.”); Report on Open Banking, supra note 24, at 6 (citing “the time and cost to build and maintain APIs (particularly when done on a bilateral basis with multiple organisations) . . . and the economic cost for smaller banks to develop and adopt APIs” as challenges).

Open Banking Standard, responsibility for the design and implementation of these rules in the United States has fallen to the financial services industry itself. However, while a number of industry players have developed and promoted the use of their own standards, the adoption of these standards has thus far remained relatively modest. Stepping into this breach, the APIs, customer interfaces, authentication and security protocols, and data sharing agreements developed and used by data aggregators—and thus, indirectly, by their customers—have come to represent an important source of de facto industry standardization.

Ultimately, the fragmentation of the U.S. financial services industry helps explain the important economic role that data aggregators play within the emerging Open Finance ecosystem. Yet we would not expect economic importance to translate into market power where the marketplace was served by a large number of competing firms. To understand why and how data aggregators might wield this power, we must therefore explore the economies of scale, scope, and network effects that are driving increasing concentration within the data aggregation market, along with the potential impact of this concentration on competition.

2. Economies of Scale and Scope in Data Aggregation

The data aggregation market is characterized by pronounced economies of scale. Data aggregators produce information goods: facilitating the exchange of valuable consumer data between incumbent financial institutions and fintech disruptors. While producing these information goods typically involves high fixed costs to develop the technological platform needed to safely and securely store and transfer this data, once the platform exists, the provision of these goods often involves little or no variable cost. For example, while the costs of developing and launching a new mobile app like Instagram or TikTok may be relatively high, the costs of making these apps available to each additional new user are effectively zero. As a result, the average unit cost of supplying an information good like data aggregation decreases as the number of customers increases. Put bluntly: scale matters in the data aggregation market.

Importantly, data aggregators do not simply facilitate the transfer of data between market participants. Many also apply machine learning, artificial intelligence, and other advanced analytics to generate valuable insights from this data about consumer behavior, preferences, and creditworthiness. Data aggregators can then use these insights to improve the design and marketing of their own products and services, or sell them to both incumbent financial institutions and fintech disruptors. Crucially, this strategy enables data aggregators to leverage the economies of scale in information itself. As explained

170. See infra Section I.D for a description of some these industry initiatives.
172. The average unit cost in this context is calculated by dividing the total costs by the number of users. Because information goods involve high fixed costs and little or no variable costs, the total costs are largely static, meaning that any increase in users will be reflected in a decrease in average unit cost.
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by Fiona Scott Morton and her colleagues on the Committee for the Study of Digital Platforms:

In digital markets specifically, scale offers an additional advantage. Firms can apply machine learning to extensive data sets to improve their products and expand their activities into new areas. Because machine learning yields better insights when it is trained on larger datasets, firms with access to large amounts of data can raise the quality of their services in ways that smaller firms cannot. This creates a form of dynamic economies of scale, allowing large firms with large amounts of data to raise product quality at lower costs than small firms.173

The result is a self-reinforcing feedback loop in which larger data aggregators enjoy access to more information, more information enables these aggregators to better design and market their products and services, and better products and services attract more fintech disruptors, more incumbents, and ultimately their customers—thereby further compounding the advantages of scale.

The advantages of scale in data aggregation are amplified by significant economies of scope. In many cases, the insights generated by applying advanced data analytics to extremely large and multidimensional datasets can be used to expand into new markets.174 This is especially true of markets for products and services that complement the core informational goods already produced by data aggregators.175 Importantly, this includes the markets for many of the products and services currently provided by their own clientele: the incumbent financial institutions and fintech disruptors that use data aggregators to connect to an Open Finance ecosystem. For example, a data aggregator’s ability to consolidate and track a customer’s cashflows across multiple financial institutions could give it a comparative advantage in offering products designed to help that consumer make realistic household budgets, monitor their monthly spending habits, or provide short-term credit products that tide them over until payday. It could also help them more effectively target these products and services to specific consumers. These comparative advantages further reinforce the positive feedback effects of scale by giving data aggregators access to more consumers, more information, and more profit opportunities as their platforms grow in size.

173. See Report on Digital Platforms, supra note 11, at 37. See also MAURICE E. STUCKE & ALLEN P. GRUNES, BIG DATA AND COMPETITION POLICY 170 (2016) (“The more people who actively or passively contribute data, the more the company can improve the quality of its product, the more attractive the product is to other users, the more data the company has to further improve its product, which becomes more attractive to prospective users.”); Robert Wilson, Informational Economies of Scale, 6 BELLO J. ECON. 184 (1975).
174. See Report on Digital Platforms, supra note 11, at 37 (“Firms may also be able to leverage the data, or the insights due to machine learning, that they receive from an existing service to enter into an adjacent market with a higher quality product, demonstrating a novel form of economies of scope. Combining mapping software in a platform that already offers email, for example, allows that platform to offer a higher quality restaurant recommendation product.”).
175. A complement is a product or service that, when used in combination with another product or service, increases the value of this second product or service from the user’s perspective.
Together, we would expect these economies of scale and scope to drive data aggregators to invest heavily in the development of their technological platforms, ultimately with the objective of attracting both incumbent financial institutions and fintech disruptors and rapidly expanding their market footprint. The winners in this race to scale would then enjoy more information, lower per-user costs, and be able to offer higher quality products and services—thus erecting significant barriers to entry and potentially forestalling the emergence of new challengers.176

3. Data Aggregation as a Two-Sided Market

The economies of scale and scope in data aggregation are compounded by pronounced network effects. Network effects are a common feature of so-called “two-sided” markets.177 As explained by economists Jean Tirole and Jean-Charles Rochet, “many if not most markets with network externalities are characterized by the presence of two distinct sides whose ultimate benefit stems from interacting through a common platform.”178 Tirole and Rochet offer the example of a manufacturer of video game consoles.179 Manufacturers like Nintendo and Sony need software developers to make games that customers want to play. Simultaneously, however, software developers want to make games that can be played on the most popular consoles. The result is a chicken and egg problem in which buyers are drawn to platforms with a wide range of sellers, and sellers are drawn to platforms with a large number of prospective buyers. Accordingly, for a two-sided market to be successful, the platform must attract a critical mass of participants on both sides of the market.

The data aggregation market bears all the hallmarks of Tirole and Rochet’s two-sided market. On one side of the market are fintech disruptors. These technology-driven new entrants use data aggregators to gain access to the customer information that banks and other incumbent financial institutions possess. They then use this information to provide the customers of these institutions with cutting edge financial products and services. On the other side of the market are incumbent financial institutions. While these institutions possess an enormous volume of customer information, they find themselves under increasing pressure to provide their customers with convenient and secure access to the cutting edge products and services provided by fintech disruptors.

---
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Understandably, fintech disruptors want access to platforms that boast the largest number of incumbent financial institutions: both because it means more potential new customers, but also because more customers means more data, which means more and better opportunities to apply advanced data analytics to gain valuable insights into their behavior, preferences, creditworthiness, and other attributes. Simultaneously, incumbent financial institutions—or rather their customers—want fast, seamless, and secure access to the widest possible array of products and services provided by fintech disruptors.

Like economies of scale and scope, network effects drive two-sided platform markets toward concentration. Once the number of buyers and sellers reaches a critical mass, platforms start to generate their own gravity. New participants are attracted not only by the quality of the platform itself, but also by the fact that it is widely used by other participants. In effect, participants benefit from the existence of a large number of other participants on the same side of the market because this, ultimately, is what attracts participants to the other side of the market. Prospective new participants then face a choice between using the platform or foregoing these benefits. Importantly, the platform can also influence this choice via cross-subsidization: offering free access to participants—typically consumers—on one side of the market, while monetizing access to participants—typically businesses—on the other side. The result is enormous pressure on participants to use successful and popular platforms, thereby rewarding the winners of the race to scale, generating lock-in effects, and yet again erecting potentially significant barriers to entry. For this reason, competition in two-sided markets is typically not within the market, but rather for the market itself.

4. API Developer Network Effects

In many ways, data aggregation is actually a three-sided market. In addition to financial institutions and their customers, the use of open APIs demands that data aggregators attract a critical mass of API software developers. As described in Part I, open APIs theoretically enable any software developer to follow the protocols published by a data aggregator and thereby access—or “write to”—the relevant Open Finance platform. In some cases, these developers are directly employed by incumbent financial institutions or fintech disruptors. In other cases, they are independent contractors retained by these institutions to write the code necessary to access these platforms. Importantly, these software developers have a choice about how to invest their time and talents, including whether to specialize in writing to the API protocols published by specific data aggregators. Like the software developers in Tirole and Rochet’s video game example, these API developers would prefer to write to the APIs of data aggregators that already

180. Id. at 1017-18.
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enjoy a large and entrenched base of financial institutions and consumers. As an Open Finance platform becomes more popular, we would therefore expect to see the emergence of a community of software developers dedicated to writing to the APIs of this platform.

The strategy of outsourcing one or more aspects of the development of open APIs to third-party software developers is a relatively common one in the technology industry. This strategy—known as voluntary forfeiture—is designed to overcome the potential hold-up problems that developers would theoretically face when specializing in the proprietary APIs of popular platforms. As we have already seen, the network effects generated by popular platforms create high switching costs and pronounced lock-in effects. For software developers, these effects are compounded by the costs of specialization. While developers reap the benefits of specializing in the proprietary APIs of popular platforms, this specialization also leaves them vulnerable to having these benefits expropriated by these very same platforms. For example, once a sufficiently large community of developers specializes in the APIs of a given platform, the burgeoning supply of developers may give the platform—as the only source of demand—the power to drive down development prices to a level that fails to fully compensate developers for their specialized expertise. Anticipating this problem, developers may rationally decide not to make these investments in specialization in the first place, thus undermining the success of the platform.

Voluntary forfeiture can be understood as a response to this hold-up problem and the corresponding threat of underinvestment. By relinquishing a degree of control over API development, the platform constrains its own future ability to restrict access to the platform or otherwise exploit developers, thus addressing the fundamental power imbalance and incentivizing developers to invest in specialization. Crucially, surrendering this control to developers demands that the platform then identify and exploit other revenue generating opportunities. In effect, for a platform to be both successful and profitable, free access for developers needs to be combined with the sale of complementary products and services to the platform’s other participants.
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In the context of data aggregation, the voluntary forfeiture involves the data aggregator surrendering the opportunity to provide IT consulting, API development, and other connectivity services directly to its clients, who instead obtain these services from independent software developers that specialize in writing to the data aggregator’s API. The most obvious potential sources of revenue for the data aggregator then stem from ongoing transaction fees, along with the provision of advanced data analytics to these clients. In theory, data aggregators may also seek to monetize their informational advantage and technological superiority by directly entering the financial services industry.

The existence of API developer network effects reinforces the tendency toward concentration within the data aggregation market. Software developers want to write to the APIs of the most popular data aggregators. Incumbent financial institutions and fintech disruptors similarly want to do business with the data aggregators that benefit from the largest and most specialized community of developers writing to their APIs. And consumers want financial institutions that offer data-driven products and services, and that can quickly, easily, and securely transfer their personal and transactional information to a wide range of other financial institutions. These self-reinforcing feedback effects draw developers, financial institutions, and consumers to the largest and most successful data aggregators, thereby enabling them to tighten their grip over the emerging Open Finance ecosystem.

The economics of data aggregation—driven by financial industry fragmentation, economies of scale and scope, and network effects—enable us to make two tentative predictions about the future trajectory of the Open Finance ecosystem. First, the data aggregation market is likely to be highly concentrated, with a small number of data aggregators supplying the entire market. Second, this concentrated market structure is likely to present opportunities for data aggregators to exercise market power. As described in Section III.B, the first prediction is increasingly borne out in the context of the U.S. data aggregation market. This enables us to speculate in Section III.C about how data aggregators might eventually seek to wield their growing market power.

B. The Structure of the U.S. Data Aggregation Market

The economics of data aggregation are reflected in the embryonic structure of the U.S. data aggregation market. This market is dominated by a small handful of data aggregators including Plaid, MX, Yodlee, Yapily, and TrueLayer. The data aggregators are building the technological infrastructure that connects

the emerging Open Finance ecosystem, with their APIs serving as the rails on which vast quantities of consumer information travel between the thousands of banks, fintech disruptors, and other financial institutions across the sprawling U.S. financial system.\footnote{See Equity Research Report: Payments, Processors, and Fintech, CREDIT SUISSE 109 (Jan. 28, 2021) https://research-doc.credit-suisse.com/docView?language=ENG&format=PDF&sourceid=em&document_id=1083376791&serialId=Vx39ocygAc3ZJrVd7%2Bd477a01wVSA1Nywy9%2Fgfo0%3D&capId=null [https://perma.cc/7PQP-SRZL].} While you have probably never heard of any of these firms, if you use financial apps such as PayPal, Venmo, Robinhood, Acorns, or Quicken Loans, you have inevitably used their Open Finance platforms.

By far and away the largest data aggregator is Plaid. Since its launch in 2013, Plaid has quietly grown to become one of the world’s largest, most important, and most valuable fintech companies. Plaid’s success stems not only from the quality of its technology but also, and crucially, from the number of established relationships it enjoys with fintech disruptors. As of January 2020, Plaid’s platform supported over 4,000 fintech clients—including household names such as PayPal, Venmo, SoFi, Acorns, Marcus, Coinbase, and Lending Club.\footnote{Id. at 111.} On the banking side, it is estimated that Plaid has access to the customer information from over 11,000 financial institutions across North America and Europe.\footnote{Id. (as of Jan. 2020). Our understanding is that Plaid obtains access in one of two ways. First, Plaid has a small number of formal data sharing agreements in place with large banks. Second, for the vast majority of banks in its network, Plaid still relies on screen scraping to obtain access to customer information. To promote fast, safe, and secure access via this second method—or what Plaid calls “prudential-based” access—Plaid has distributed Web ID compliance packs to banks.} Plaid itself has stated that its network covers over 5,000 federally- and state-chartered banks and over 4,000 credit unions.\footnote{See Ginger Baker & Niko Karvounis, Plaid’s Strategy to Facilitate an API-based Ecosystem, PLAID BLOG (Nov. 19, 2020), https://plaid.com/blog/plaids-strategy-to-facilitate-an-api-based-ecosystem/ [https://perma.cc/AEG7-V6FX].} If these figures are correct, that is virtually the entire U.S. banking industry.\footnote{These figures can be compared with Figure 2, which reports the existence of a total of 10,251 banks, credit unions, and other insured depository institutions in the United States.} By way of comparison, Plaid’s principal U.S. competitors—MX, Yapily, and Yodlee—report having established client relationships with 1,800, 1,500, and 1,400 financial institutions, respectively.\footnote{See Michael Deleon, A Buyer’s Guide to Data Aggregation, TEARSEET (Feb. 19, 2019), https://tearsheet.co/data/a-buyers-guide-for-data-aggregation/ [https://perma.cc/H25V-949Z] (reporting a client base for MX of over 1,800 financial institutions); Our API Coverage, YAPILY, https://www.yapily.com/coverage/ [https://perma.cc/Y9AQ-8BMU] (reporting a client base of 1,933 financial institutions); Financial Data, YODLEE, https://www.yodlee.com/financial-data [https://perma.cc/UXQ2-4HFB] (reporting a client base of over 1,500 companies globally).} These figures suggest that Plaid is very clearly winning the race to scale within the U.S. data aggregation market.

One of the keys to Plaid’s success has been the order in which it has attempted to attract the different sides of the data aggregation market. Plaid’s initial targets were the software developers working with fintech disruptors. At the time Plaid was launched, only a small handful of incumbent banks and other financial institutions had developed, or were in the process of developing, their...
own closed APIs. More importantly, fintech developers theoretically needed to write to the unique APIs of each individual bank. From the perspective of these developers, Plaid’s single, standardized API was understandably viewed as an attractive alternative to the prospect of being forced to write to the APIs of what might ultimately be hundreds if not thousands of individual financial institutions. In effect, by outsourcing the development of a standardized API to Plaid, these developers could dedicate more time and energy to the development of their core products and services. As Plaid itself has explained: “[t]he real shift here is this is standardized, almost open-finance-in-a-box. It’s built around an API core and we can implement it at scale.”

By definition, there is no such thing as a platform that is only able to attract one side of the market. Perhaps not surprisingly, incumbent financial institutions have been more reluctant than fintech disruptors to enter into formal partnerships with Plaid that enable it to access and share customer information. While this reluctance has in part reflected these incumbents’ desire to protect their turf, it has also reflected outstanding legal questions around the ownership of customer data and potential liability. Nevertheless, as the popularity of the products and services developed by fintech disruptors has grown (see Figure 3), so too has the pressure on incumbents to allow Plaid and other data aggregators to access their customers’ information and share it with fintech platforms. In fact, analysts at global investment bank Credit Suisse have estimated that the average U.S. bank account is now connected to more than 15 financial apps and other services.

---
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Ultimately, this demand-side pressure, combined with the shift towards digital financial services as a result of the COVID-19 pandemic, has enabled data aggregators to gain greater traction on this side of the market. And predictably, since Plaid offers connectivity to the largest population of fintech disruptors, it has quickly become the data aggregator of choice amongst incumbent banks and financial institutions including JPMorgan, Goldman Sachs, Capital One, and Wells Fargo.

Having successfully attracted a critical mass of both incumbent financial institutions and fintech disruptors, Plaid has recently turned its attention to their over 200 million customers. In January 2022, Plaid announced the launch of Plaid Portal. Plaid Portal is designed to give customers a greater degree of transparency and control over their personal information. Customers can log into Plaid Portal and view a dashboard showing how their information—including their name, account numbers, account types, and outstanding balances—is being used and by whom. Customers can then select which information, if any, they

---
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want to share with specific third-party financial institutions or apps. Plaid then stores and secures this information using end-to-end encryption and shares it only in accordance with each customer’s instructions. In effect, Plaid Portal enables customers to turn Open Finance on or off with the click of a button.

At present, Plaid generates revenue from a variety of sources. Depending of the types of products they use, Plaid charges incumbent financial institutions and fintech disruptors a variety of fees. These fees include one-time charges for connecting a new customer account to Plaid’s API, along with ongoing charges for each payment, transaction, or exchange of information processed via Plaid’s platform. Over the longer term, Plaid’s plan is to supplement these existing revenue sources with “value-added services” based on advanced data analytics, including the development of automated platforms for processing online loan and mortgage applications.201

Evidence of Plaid’s growing power within the U.S. data aggregation market was recently revealed as part of a Department of Justice (DOJ) lawsuit brought against Plaid and Visa Inc., the global payment processing giant.202 In January 2020, Visa announced that it had entered into an agreement to purchase Plaid for $5.3 billion.203 The DOJ challenged the acquisition on antitrust grounds, claiming that Visa’s rationale for the deal was its desire to eliminate a nascent competitive threat.204 As documented in the DOJ complaint, senior Visa executives viewed Plaid as “the best of breed,”205 having “created a leading position of strength in the business of connecting financial institutions in the United States,”206 and establishing itself as “the preferred connector company by developers.”207 Visa’s CEO similarly described Plaid as “by far the best player in the space”208 with “a huge lead in the connector business.”209 The DOJ ultimately agreed with Visa’s assessment, concluding that “Plaid’s extensive existing connections with banks and consumers gives Plaid a substantial competitive advantage that cannot be easily replicated by other firms.”210 The DOJ complaint prompted Visa to abandon the proposed acquisition.211 Yet this has hardly proven disastrous for Plaid, which has subsequently seen its implied market value increase to over $13 billion after closing a $425 million Series D
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financing round in early 2021.\textsuperscript{212} This valuation reflects the expectation that it may soon be Plaid—and not Visa—that is everywhere you want to be.

C. Potential Competitive Distortions

The combination of financial industry fragmentation, economies of scale and scope, and network effects is propelling the U.S. data aggregation market toward a tipping point. Beyond this point, the eventual winner in the race to scale will find itself in a dominant market position, able to wield enormous market power. The question therefore becomes how a dominant data aggregator might seek to wield this power and what the potential impact would be on competition within the Open Finance ecosystem.

The first and most obvious way that a dominant data aggregator could exercise market power is through the \textit{pricing} of its products and services. The existence of pronounced lock-in effects in successful platform markets leaves market participants—in our case incumbent financial institutions and fintech disruptors—with a limited range of options in the event that the platform raises its prices. The first option is for market participants to simply walk away, thereby forgoing the benefits of platform participation and potentially putting themselves at a competitive disadvantage \textit{vis-à-vis} other market participants that remain on the platform. The second option is for market participants to invest in building their own rival Open Finance infrastructure. However, we might expect this option to be available to only the largest market participants and, even then, involve significant financial, operational, and reputational risks. This leaves the third and perhaps only realistic option: pay the new, higher price right up to the point at which the dominant data aggregator has extracted all the economic value from the relationship. As observed by Tirole and Rochet, the bottom line in successful platform markets is that “[c]aptive buyers tilt the price structure to the benefit of sellers.”\textsuperscript{213}

The second way that a dominant data aggregator can wield market power is by selectively \textit{restricting access} to its platform. The threat of access restrictions is particularly problematic in the data aggregation market given how embedded the technological infrastructure of data aggregators is in the core financial products and services offered by both incumbent financial institutions and fintech disruptors. For example, fintech disruptors like NerdWallet and other price comparison websites rely on data aggregators to ensure rapid and continuous access to customer account data held by incumbent banks.\textsuperscript{214} The result is a classic “bottleneck” problem, leaving the financial institutions that rely on this technological infrastructure exposed to the risk that a dominant data
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aggregator will unilaterally withdraw access to it. This threat will then inevitably reside in the background of any negotiations over the price of data aggregators’ products and services. Importantly, it can also be used as a weapon where data aggregators compete in the same markets as their financial institution clients.

This takes us to a third potential power play: the threat that a dominant data aggregator might seek to expand into the markets served by its own clients. At present, data aggregators are part of a long vertical supply chain, providing a bundle of information goods to incumbent financial institutions and fintech disruptors. In theory, however, there is nothing preventing a data aggregator from simultaneously becoming a horizontal competitor, for example, by directly entering the markets for banking, brokerage services, asset management, or insurance, or developing price comparison, household budgeting, or other financial apps. Indeed, data aggregators would likely enjoy a comparative advantage in these markets given their unparalleled access to information and growing expertise in applying advanced data analytics to generate insights into consumer behavior and preferences, design financial products and services, and market these products to consumers. This makes reliance on a dominant data aggregator all the more problematic, introducing the threat that they will eventually disintermediate their own clients. Importantly, we might expect this threat to be particularly acute where the bundle of goods that data aggregators provide includes a consumer-facing component—like Plaid Portal—that gives them the opportunity to build brand recognition and relationships directly with their clients’ customers.

Lastly, once a dominant data aggregator decides to enter the same markets as its clients, this opens the door to a whole new range of anticompetitive conduct. As a preliminary matter, a data aggregator could selectively raise prices or restrict access to its platform to put pressure on clients that rely on this platform to provide competing products or services. In this way, a dominant data aggregator could exploit its monopoly over the supply of an important intermediate input—customer data—to raise its rivals’ costs, thereby putting them at a competitive disadvantage in the markets for the financial products and services in which they compete head-to-head.

Conversely, by entering the price comparison market, a data aggregator could adopt what is known as a “pay for display” strategy: making its recommendations not on the basis of the price, quality, or suitability of its clients’ products and services, but rather on the volume of business, amount of revenue, or profits that these clients generate for the data aggregator itself. A captive price comparison website could also be used to steer customers toward a data aggregator’s own financial products and services. Perhaps most troubling, a
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dominant data aggregator could use its privileged access to large multidimensional datasets and expertise in advanced data analytics to identify and dissect consumer behavioral biases, and then to design products and services that exploited these biases.\textsuperscript{218}

In theory, of course, incumbent financial institutions would be unlikely to stand idly by as this power shift unfolds. The largest banks and other financial institutions may seek to prevent this shift by investing in the development of their own Open Finance infrastructure. They may also seek to join forces with other incumbent financial institutions to establish jointly-owned platforms for sharing customer information. For example, JP Morgan, Citigroup, Bank of America, Wells Fargo, PNC, Fidelity, and several other large financial institutions recently announced the launch of Akoya: a data aggregation project based on the partner API standards developed by FDX.\textsuperscript{219} Ultimately, however, the list of financial institutions that have the scale, financial resources, and technological expertise to compete head-to-head with a firm like Plaid is relatively small. Moreover, there is currently nothing stopping a dominant data aggregator from underpricing its products and services to these potential competitors—thereby dampening their incentives to launch a challenger platform. By the same token, while consortiums of incumbent financial institutions may be able to mount an effective challenge, any platform based on partner APIs—where platform access would be strictly controlled by its owners—would inevitably generate its own competitive distortions.

This analysis paints a clear, if somewhat troubling, picture. In the short run, an Open Finance ecosystem connected by data aggregators may very well deliver on the promise of leveling the informational playing field: spurring more vibrant competition, the development of better financial products and services, and the emergence of a more resilient financial system. In the long run, however, the economics of data aggregation point toward a highly concentrated industry structure, with a small handful of data aggregators wielding enormous market power. The prospect that these data aggregators will abuse this power may ultimately deter both incumbent financial institutions and fintech disruptors from fully investing in the creation of an Open Finance ecosystem. Perhaps more importantly, this new market structure would effectively recreate the informational vaults that Open Finance was designed to dismantle, with data aggregators supplanting incumbent banks and other financial institutions at the apex of the financial system. The net result is likely to be less competition, a reduction in consumer welfare, and the creation of a new breed of too-big-to-fail institutions.

\textsuperscript{218} Id. at 52.
IV. Policy Implications

The data aggregation market is still in its infancy. It might therefore seem prudent to adopt a “wait and see” approach toward its regulation. Yet the pronounced economies of scale, scope, and network effects that characterize this market represent highly durable sources of market power, making it unlikely that new competitors will emerge and disrupt this increasingly concentrated industry. Compounding matters further, as the industry becomes more concentrated, it becomes increasingly likely that powerful data aggregators will seek to influence the policymaking process, both to avoid potentially burdensome new regulation and to further entrench their dominant market position. Policymakers should therefore act now to develop and implement a regulatory framework designed to fulfill the inherent promise of Open Finance, while simultaneously minimizing the perils of market concentration, the abuse of monopoly power, and the creation of a new strain of too-big-to-fail institutions.

Importantly, traditional antitrust law is not well-positioned to address this challenge both because of its narrow approach toward abuses of platform power and its potentially limited application in the context of the financial services industry. Even if antitrust law was entirely fit for purpose, effective regulation can often serve as a complement to robust enforcement, enabling policymakers to take action before markets have tipped into an uncompetitive equilibrium. To meet this challenge, this Part therefore lays out a blueprint for a new regulatory framework governing the data aggregation market. This blueprint is based on four pillars. The first two pillars—a licensing regime for data aggregators and a more active role for federal regulators in advancing the key principles of Open Finance—are designed to promote the development of a more sustainable Open Finance ecosystem. The second two pillars—a universal access requirement and the structural separation of data aggregation from finance—are designed to avoid the perils that threaten to undermine this ecosystem’s potentially transformative benefits.

A. A Licensing Regime for Data Aggregators

The cornerstone of this new regulatory framework is a licensing regime for data aggregators. This regime would require data aggregators to obtain a license before providing API connectivity, advanced data analytics, or other

220. See Khan, supra note 22 (describing the narrow approach of current antitrust law toward abuses of platform power); Report on Digital Platforms, supra note 11, at 60-77 (same).

221. For a more detailed description of how these decisions have served to limit the application of antitrust law within the domain of regulated financial services, see Samuel N. Weinstein, Financial Regulation in the (Receding) Shadow of Antitrust, 91 TEMP. L. REV. 447 (2019).


223. This licensing regime would essentially take a page from Open Banking regimes in other jurisdictions. See Gambacorta et al., supra note 132, at 13; see also Zetzsche et al., From FinTech to TechFin, supra note 130, at 32-33 (recommending a licensing requirement for firms undertaking data gathering and analytics); Packin, supra note 12, at 1316-38 (anticipating many of the basic obligations that this licensing regime would impose on data aggregators).
services to regulated financial institutions. Once data aggregators had obtained a license, they would then be subject to three obligations. First, they would be required to obtain informed consent from customers prior to accessing, sharing, or using their personal or transactional information. The specific ways in which this information could be used, and by whom, would also need to be clearly disclosed. Second, data aggregators would be required to meet specified minimum technical standards governing data storage, privacy, security, and fraud protection. Ideally, this would be combined with a legal framework allocating liability for customer data breaches amongst data aggregators, incumbent financial institutions, and fintech disruptors. Lastly, data aggregators would be subject to ongoing reporting obligations designed to give policymakers a more accurate and complete picture of the type of customer information they collect, who they share it with, and how it is used to generate advanced data analytics and other services.

The creation of this new licensing regime would demand that policymakers address an important threshold question: who should be responsible for the licensing and oversight of data aggregators? In a recent report prepared for the Senate Judiciary Committee, a group of prominent economists, lawyers, computer scientists, and entrepreneurs recommended the creation of a new Digital Authority. This Digital Authority would be responsible for protecting consumers and promoting competition across all digital markets: encompassing not only financial services, but also social media, online advertising, internet retailing, and other digital marketplaces. A second, more modest, proposal would be to hand responsibility for the licensing and oversight of data aggregators to the CFPB. The CFPB already has a statutory mandate to protect consumers and promote competition in the markets for financial products and services. The CFPB is also already responsible for coordinating the process of implementing Section 1033 of the Dodd-Frank Act. In this respect, the licensing and oversight of data aggregators would arguably represent a natural extension of the Bureau’s existing mandate.
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The creation of a licensing regime for data aggregators would yield several benefits. For data aggregators, this regime would provide them with legal certainty around their rights to access customer information, liability for data breaches, and other outstanding questions. For policymakers, a licensing regime would bring data aggregators squarely within the perimeter of financial regulation, giving them access to more information about industry structure and practices, and enabling them to set, monitor, and enforce compliance with minimum technical standards. Together, enhanced legal certainty and minimum technical standards would help to build public trust in the emerging Open Finance ecosystem. Perhaps more importantly, a single federal licensing regime would serve as a coordination mechanism, enabling policymakers to promote industry-wide investment in the standardized APIs and other technological infrastructure necessary to enhance customer data access, sharing, portability, and interoperability.

B. Enhanced Data Sharing, Portability, and Interoperability

To date, the United States has adopted a market-driven approach towards implementing the core principles of Open Finance. This laissez-faire approach, combined with the highly fragmented structure of the financial services industry, has given data aggregators enormous influence over the direction and pace of both technological development and network expansion. The second pillar of the proposed regulatory framework would be to use the new licensing regime as a springboard for policymakers—whether it be the CFPB or a new Digital Authority—to take a more assertive role in the ongoing development and evolution of the Open Finance ecosystem.

This new policy role could take many different forms, depending on the prevailing level of industry cooperation. At one end of the spectrum, policymakers could use their convening power to provide an informal forum for data aggregators, incumbent financial institutions, and fintech disruptors to coordinate their sometimes disparate projects, promote technological standardization, and resolve common technical challenges. At the other end of the spectrum, policymakers could adopt specific regulatory rules designed to
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enhance data access, sharing, portability, and interoperability.\textsuperscript{238} As a starting point, Congress should amend Section 1033 to explicitly permit licensed financial institutions to share customer information with licensed data aggregators. Indeed, they could go one logical step further and mandate \textit{reciprocal} data sharing among incumbent financial institutions, data aggregators, and fintech disruptors.\textsuperscript{239} Taking a page out of the United Kingdom’s Open Banking initiative, they could then mandate the development of a single, standardized, and open API framework for use across the entire financial services industry. Policymakers could also require data aggregators and financial institutions to maintain online platforms that enable customers to manage their consents, access their personal and transactional information, and quickly and costlessly share it with third parties.

Importantly, the rationale for this second pillar would not be to give policymakers the power to dictate the direction of technological investment and innovation. Instead, it would be designed to advance three decidedly more targeted objectives. The first objective would be to lower industry coordination costs, thereby preventing overinvestment and technological fragmentation that might otherwise serve to undercut the core principles of Open Finance. Second, in addition to promoting technological standardization, this role would enable policymakers to set, monitor, and enforce common minimum standards governing, for example, the process for obtaining and updating customer consent, the rights of customers to timely and complete access to information, and the obligations of financial institutions when transferring this information to third parties. Third, this role would help ensure that any future technological or market developments were consistent with the core principles of Open Finance, and not simply designed to advance the business interests of key players. In this respect, this role can be understood as a counterweight to the growing power of data aggregators within the Open Finance ecosystem.

\textbf{C. Universal Platform Access}

The first two pillars of this new regulatory framework are designed to unlock the inherent promise of Open Finance and promote the development of a more sustainable Open Finance ecosystem. Yet on their own, neither of these pillars prevents data aggregators from abusing their growing market power. As we have seen, a dominant data aggregator could theoretically wield this power by charging monopoly prices, restricting platform access, or using their informational advantage to directly compete with their own clients. Indeed, even the credible threat that a data aggregator might resort to these anticompetitive strategies serves to shift the balance of power in their favor—potentially

\begin{itemize}
\item \textsuperscript{238} It is likely, especially given the shortcomings of the current version of Section 1033, that new legislation would be necessary to introduce these rules.
\end{itemize}
undercutting competition, stifling innovation, and discouraging investment by other key players. Ultimately, preventing these potential abuses and their damaging knock-on effects requires two more powerful remedies.

The first remedy is a universal access requirement. This universal access requirement is designed to ensure that firms offering financial products and services enjoy non-discriminatory access to Open Finance platforms. This requirement would consist of an affirmative obligation on all licensed data aggregators to adhere to an open API standard that enables any and all regulated financial institutions to follow the published protocols, connect to the platform, and access and share customer information. At the same time, data aggregators would be required to publish a pricing schedule detailing any basic platform access charges, and to apply this schedule universally to all clients. Crucially, this requirement would guarantee non-discriminatory platform access for two distinct types of firms. The first includes the incumbent financial institutions and fintech disruptors that rely on data aggregators for API connectivity. The second includes other licensed data aggregators that aspire to enter and compete within the data aggregation market itself.

There is ample historical precedent for the use of universal access requirements in the context of network industries. The Interstate Commerce Act of 1887 requires all railroad companies to “afford all reasonable, proper, and equal facilities for the interchange of traffic,” and to “construct, maintain, and operate” switches connecting railroad lines. In 1982, the DOJ similarly required AT&T to provide its competitors—the so-called “Baby Bells”—with open access to its long-distance telephone network. And since 1996, the Federal Energy Regulatory Commission has required electricity transmission facilities to provide electricity generators with non-discriminatory access to the transmission lines and other network infrastructure necessary to transport electricity from producers to consumers. Notably, while the technical details of these access requirements vary from industry to industry, they are all designed to balance the benefits of scale, scope, and network effects with the costs stemming from the potential abuse of monopoly power.

In the context of the U.S. data aggregation market, a universal access requirement would yield several potentially significant benefits. First, by compelling data aggregators to commit to an open API standard, this requirement...
would foreclose the prospect that a dominant data aggregator—having attracted a critical mass of clients on both sides of the market—might seek to pull up the technological drawbridge, switch to a partner or closed API standard, and thereby capture the monopoly rents generated by its privileged market position. Second, the publication of a transparent and universal fee schedule for basic platform access would prevent data aggregators from using differential pricing as a means of either restricting platform access or channeling benefits to select clients. Along the same vein, it would prevent data aggregators from using the threat of targeted access restrictions to extract higher prices or other concessions.

Lastly, by ensuring non-discriminatory access to other data aggregators, a universal access requirement would prevent the emergence of multiple closed platforms—so-called “walled gardens”—characterized by relatively low levels of technological interoperability. Like the informational vaults at the heart of conventional finance, these walled gardens are the source of significant switching costs, thereby undercutting the economies of scale, scope, and network effects driving the development of the Open Finance ecosystem. Importantly, preventing the emergence of walled gardens would also play a critical role in ensuring that the data aggregation market remain open to new entry, with the threat of competition forcing incumbent data aggregators to make ongoing investments in platform development and maintenance and imposing an external constraint on potential abuses of monopoly power.245 Viewed from this perspective, a universal access requirement would help fill the regulatory gaps created by the absence of effective antitrust enforcement at the intersection of platform markets and the financial services industry.

D. The Separation of Data Aggregation from Finance

The second remedy—and final pillar of the new regulatory framework—is the structural separation of data aggregation from finance.246 Historically, one of the cornerstones of financial regulation in the United States has been the separation of banking from commerce.247 This separation reflects the concern that allowing banks to combine the business of banking with the same commercial activities as their customers would give them an unfair competitive advantage. Specifically, banks would be tempted to use their privileged access to a vital commercial resource—namely, capital—to tilt the competitive landscape in favor of the enterprises in which they had an ownership stake. In

246. Any such separation would necessarily require congressional action.
theory, this could be achieved either by supplying capital to these affiliated enterprises at subsidized prices or by offering uncompetitive prices to other enterprises in the same industry.

This historical rationale for the structural separation of banking and commerce perhaps rings hollow in today’s world in which commercial enterprises can theoretically obtain capital from a wide range of financial markets and institutions—and where no single financial institution enjoys a dominant market position. Yet a fundamentally similar concern now arguably exists within the data aggregation market, where the dominant position of a small handful of data aggregators gives them increasing control over another vital commercial resource: customer information. The resulting “data concentration” introduces the prospect that a dominant data aggregator might eventually seek to leverage this advantageous position by directly entering the markets for banking, brokerage, asset management, insurance, or other regulated financial services alongside its own customers. This prospect raises the obvious concern that the data aggregator would then tilt the competitive playing field in its favor, providing subsidized access to customer information and advanced data analytics to its affiliated financial services businesses.

Notably, this same fundamental concern is reflected in the growing chorus of policymakers, academics, and industry observers warning about the growing market power of Amazon, Google, Meta, and other “BigTech” firms. These firms share a business model with data aggregators. Specifically, BigTech firms use their position at the center of two-sided platform markets to collect, analyze, and monetize their privileged access to customer information. Professor Lina Khan, currently the chairwoman of the Federal Trade Commission, argues that this business model enables these platforms to engage in a variety of strategies designed to exploit the information they collect from their customers as consumers for the purpose of undercutting these same customers as competitors. This includes so-called “platform envelopment” strategies, whereby a dominant platform operating in one market seeks to expand into a second platform market, ultimately with a view to offering bundled products and

248. Indeed, concerns over the combination of banking and commerce were originally raised in the context of the Bank of England’s monopoly over joint-stock banking in the decades immediately following its creation in 1694. This is not to suggest that there are not other, potentially more compelling, rationales for the structural separation of banking and commerce.


250. See, e.g., Khan, supra note 22; Report on Digital Platforms, supra note 11; Zetsche et al., Decentralized Finance, supra note 102.

251. Indeed, some BigTech observers even refer to firms like Google and Facebook as “aggregators.” See, e.g., Ben Thompson, Tech’s Two Philosophies, STRATECHERY (May 9, 2018), https://stratechery.com/2018/techs-two-philosophies [https://perma.cc/XFX7-WQUS].

252. See Khan, supra note 22.
services. Where the products and services produced in these markets are highly complementary—as they are in the case of data aggregation and finance—the net effect will be to both expand and further entrench a platform’s dominant market position.

In the context of the U.S. data aggregation market, a universal platform access requirement would go some distance toward limiting the potential use of these strategies. However, while the publication of a universal fee schedule for platform access would prevent some more explicit forms of discriminatory pricing, this remedy is not well suited to deterring more subtle, less detectable forms of platform cross-subsidization or other anticompetitive conduct. Accordingly, in order to completely foreclose the possibility that a dominant data aggregator might seek to expand and entrench its market power by directly entering the markets served by its own clients, data aggregators should be prohibited from owning, controlling, being owned or controlled by, otherwise being affiliated with, or having a material economic interest in any firm directly operating within the regulated financial services industry.

The structural separation of data aggregation from finance represents a powerful and inevitably controversial remedy. Yet the potential efficiency benefits that might be lost by virtue of this separation would seem to pale in comparison to the perils of market concentration, the potential abuse of monopoly power, and the creation of a new breed of too-big-to-fail institutions. Over the long term, these perils pose a far greater threat to market competition than those used to justify the historical separation of banking from commerce. Ultimately, promoting greater competition, innovation, and consumer choice today should not come at the expense of these objectives tomorrow and beyond. Furthermore, imposing this separation at this relatively early stage is likely to be a far more effective regulatory strategy than waiting to see if these perils ultimately materialize—at which point path dependence, the limits of traditional antitrust law, and the transformation of market power into political influence will inevitably make it more difficult for policymakers to pursue meaningful structural reform.

Conclusion

By unlocking the informational vaults at the heart of conventional finance, Open Finance seeks to use new technology to promote more vibrant competition, contribute to the development of better financial products and services, and support the creation of a more resilient financial system. At the same time, the embryonic structure of the Open Finance ecosystem suggests that this technology may soon be concentrated in the hands of a small handful of key players—erecting significant barriers to entry, undercutting competition, and propelling the market toward monopoly. This Article has illuminated the promise and perils

of Open Finance. It has also laid out a blueprint for how policymakers can fulfill its inherent promise while simultaneously avoiding the perils of market concentration, the potential abuse of monopoly power, and the emergence of a new breed of too-big-to-fail institutions.