ADDICTIVE TECHNOLOGY AND ITS IMPLICATIONS FOR ANTITRUST ENFORCEMENT
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The advent of mobile devices and digital media platforms in the past decade represents the biggest shock to cognition in human history. Robust medical evidence is emerging that digital media platforms are addictive and, when used in excess, harmful to users’ mental health. Other types of addictive products, like tobacco and prescription drugs, are heavily regulated to protect consumers. Currently, there is no regulatory structure protecting digital media users from these harms. Antitrust enforcement and regulation that lowers entry barriers could help consumers of social media by increasing competition. Economic theory tells us that more choice in digital media will increase the likelihood that some firms will vie to offer higher-quality and safer platforms. For this reason, evaluating harm to innovation (especially safety innovation) and product variety may be particularly important in social media merger and conduct cases. Another critical element to antitrust enforcement in this space is a correct accounting of social media’s addictive qualities. Standard antitrust analysis seeks to prohibit conduct that harms consumer welfare. Economists have taught the antitrust bar that the output of a product or service is a reliable proxy for consumer welfare. However, output and welfare do not have this relationship when a product is addictive. Indeed, in social media markets, increased output is often harmful. We argue that antitrust analysis must reject the output proxy and return to a focus on consumer welfare itself in cases involving addictive social media platforms. In particular, courts should reject defenses that rely only on gross output measures without evidence that any alleged increases in output actually benefit consumers.
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INTRODUCTION

In recent years, many lawmakers, researchers, public health officials, and policy experts have expressed concern about the impact of digital interactive technology on individual and societal welfare.¹ This technology, which includes

both hardware (fixed and mobile devices) and software (most notably social media platforms), has captured an ever-increasing level of human engagement in the United States, in part by leveraging human attentional and affective systems\(^2\) in a manner designed to maximize profit. Persuasive evidence suggests that this precipitous rise in technological engagement in the United States and abroad has had a broad negative effect on human wellbeing in terms of mental health and impaired cognition.\(^3\) These harms occur through disruption of neural systems regulating, among other things, attention and affect.

While digital platforms such as social media websites are, on the surface, somewhat different from addictive products like tobacco and opiate-derived pain medications, they meet the core criteria needed to justify regulation. The stimuli digital platforms produce are not physical substances consumed by the body like recreational and prescription drugs, but their effects on the brain follow the same common pathway of reward through the nucleus accumbens,\(^4\) which in turn regulates pathways of addiction. This nonmolecular substrate is not dissimilar to those found in other regulated behaviors, such as gambling. The commonality between digital platforms and other addictive products is evident in the way platforms seek to utilize principles of variable rewards schedules and content filtering to maximize the disutility of nonuse (i.e., craving) that leads to further use. Furthermore, studies have shown that these platforms are harmful when consumed in excess, particularly by vulnerable populations.\(^5\) Finally, while their negative effects as currently measured are for...
most users less dramatic than those of cigarettes or opiates when consumed in excess, the scale of consumption by number of users of these goods dwarfs the number of smokers and opiate abusers, thus potentially impacting a far larger population in the aggregate. This is concerning because these products are, in many instances, consumed at a rate of up to twenty and thirty percent of an adolescent’s waking hours, a scale scarcely encountered in human history.\textsuperscript{6} When combining the enormous user base of these products with the enormous quantity of social media consumed, it would not take a very large “per unit” effect to create substantial harm to users. The fact that researchers both inside and outside the platform companies have found harmful effects from platforms so early in their product life is further evidence that there is cause to be concerned.\textsuperscript{7}

In this Article, we develop the analogy between current digital businesses and the way they exploit consumers’ behavioral biases—in particular their addictive qualities—and the reasons why prescription drugs and gambling were regulated in years past. Because the evidence that these technologies are harmful is recent (within the last fifteen years), U.S. lawmakers and regulators have not yet limited the actions of digital providers.\textsuperscript{8} Many other products that can harm human health, such as prescription drugs and tobacco, have existed for so long that regulation has been in place for decades.\textsuperscript{9} Products that can damage consumers economically, like gambling and credit cards, have also been regulated, though more recently.\textsuperscript{10} In the absence of regulation, it is likely that


\textsuperscript{8} See Tim Wu, Blind Spot: The Attention Economy and the Law, 82 ANTITRUST L.J. 771, 778 (2019) (“Regulators . . . don’t have a paradigm for thinking about consumer harms that are not deceptive or involve physical or financial harm, but rather arise from the seizure of attention and consequential cognitive impairments.”).


OxyContin, tobacco, and other similar substances would be abused and more generally overused by many consumers, as they are addictive and harmful to health. Likewise, in the absence of regulation, more consumers would enter bankruptcy due to accumulated credit card and gambling debt.\textsuperscript{11} In a world with no regulation of these addictive products, an action by a company that caused more consumption of OxyContin or credit card debt by addicted consumers would often harm, rather than benefit, those consumers.

Importantly, the products we consider can both increase and decrease consumer welfare. An OxyContin consumer can be an otherwise healthy seventy-year-old who is postoperative and is using the medication briefly under the direction of a physician.\textsuperscript{12} Alternatively, a consumer could be addicted to OxyContin and consume it at harmful levels.\textsuperscript{13} Without regulatory intervention, consumers of OxyContin and other addictive drugs would not be protected from excess use and resulting harm by the Food and Drug Administration (“FDA”) or a physician, or by limited access to the product at retail. This, we argue, is precisely the situation with a number of popular digital media services in the United States today.

The lack of digital regulation in the United States has a profound consequence for antitrust enforcement against digital platforms. Many scholars believe that the goal of antitrust should be to protect consumers from higher prices, lower-quality products or services, and reduced innovation that results from anticompetitive conduct.\textsuperscript{14} And U.S. courts have generally adopted this


\textsuperscript{13} See Lauretta E. Grau, Nabarun Dasgupta, Alison Phinney Harvey, Kevin Irwin, Anthony Givens, Mark L. Kindly & Robert Heimer, \textit{Illicit Use of Opioids: Is OxyContin® a “Gateway Drug”?}, 16 \textit{Am. J. Addiction} 166, 166 (2007) (explaining that a “new wave of non-medical opioid use has often been linked to OxyContin”).

\textsuperscript{14} See, e.g., Rebecca Haw Allensworth, \textit{The Commensurability Myth in Antitrust}, 69 \textit{VAND. L. REV.} 1, 6 (2016) (noting “over three decades of consensus among courts—and most scholars—that antitrust ought to pursue only economic goals in the form of competition”); Donald F. Turner, \textit{The Durability, Relevance, and Future of American Antitrust Policy}, 75 \textit{CALIF. L. REV.} 797, 798 (1987) (explaining that the goal of antitrust policy is “to promote consumer welfare through the efficient use and allocation of resources, the development of new and improved products, and the introduction of new production, distribution, and organizational techniques for putting economic resources to beneficial use”). However, in recent years, disagreement about the appropriate goals of antitrust has reemerged. See, e.g., Lina Khan, \textit{The New Brandeis Movement: America’s Antimonopoly Debate}, 9 \textit{J. EUR. COMPETITION L. & PRAC.} 131, 132 (2018) (arguing that the “Chicago School focus on ‘consumer welfare’ . . . has warped America’s antimonopoly regime, by leading both enforcers and courts to focus mainly on promoting ‘efficiency’ on the theory that this will result in low prices for consumers” and that this
perspective. Antitrust case law therefore requires courts to evaluate the impact of potentially anticompetitive conduct on consumer welfare. When products are addictive, platform strategies may be purposefully designed to take advantage of that weakness and the behavioral biases of consumers more generally. Addiction is a strong behavioral bias that has been studied in the economics literature for decades, at least since the pioneering work of Gary Becker. We argue that antitrust analysis of consumer welfare when consumer actions are driven by behavioral biases cannot rely only on old neoclassical tools, but rather requires incorporating insights from behavioral economics. While a standard concept in antitrust, consumer welfare becomes a much more complex
and nuanced object when the market in question includes addictive products. The literature on addiction explains why a consumer may be able to forecast that she will receive net harm from a product, express a clear desire to stop using it going forward, and consume it nonetheless. In standard antitrust analysis, consumer welfare is tied to the “long-run self,” whereas in settings involving addiction, choices are often made by the “short-run self” that the consumer later regrets.

U.S. antitrust laws prohibit mergers that tend to lessen competition, unlawful monopoly acquisition or maintenance—which is unilateral conduct that harms competition and does not represent competition on the merits—and agreements that unreasonably restrain trade. These types of conduct are illegal when and because they harm competition and consumers. At a technical level, courts and enforcers evaluate competitive harm by its impact on consumer welfare. This value is measured conceptually as the area under the demand curve (which incorporates quality and innovation) and above price. Because calculating consumer welfare can be difficult, a common shortcut, or summary statistic, that is often used in antitrust enforcement and litigation is the change in output of a good or service. If output in a market rises because of the conduct at issue, then consumer welfare is considered to have risen also. This is because, if nothing else has changed, then an increase in quantity consumed must have occurred either because the price of the good fell or the quality of the good increased; in either case, consumers wanted more. Using output as a

20. Becker & Murphy, supra note 18, at 675–76.
23. See, e.g., LucasArts Ent. Co. v. Humongous Ent. Co., 870 F. Supp. 285, 289 (N.D. Cal. 1993) (“Limitations imposed by the antitrust laws are thought to improve consumer welfare because they force firms to increase output from monopolistic to competitive levels.”). Causation is critical, however: the allegedly anticompetitive conduct must cause output to increase. For example, in Ohio v. American Express Co., 138 S. Ct. 2274 (2018), the Supreme Court relied on the increasing usage of credit cards over time—a long-standing trend away from cash—to claim an output increase without establishing any relationship to the challenged conduct. Id. at 2289 (holding that the plaintiffs had “failed to prove that Amex’s anti-steering provisions had stifled competition among credit-card companies” because “while these agreements have been in place, the credit-card market experienced expanding output and improved quality”). See id. at 2302 (Breyer, J., dissenting) (“The fact that credit card use in general has grown over the last decade, as the majority says, . . . says nothing about whether such use would have grown more or less without the nondiscrimination provisions.”).
proxy for welfare is a commonly used shortcut in antitrust enforcement. This assumption about the relationship between output and consumer welfare is very powerful, but it is based on premises that are not met in the context of addictive products.

This Article argues that any evidence of increased consumption (this might be measured by minutes of use in the social media context) that digital media defendants might offer to establish an efficiency defense should not be credited, given the strong possibility that more output causes net consumer harm, not benefit. Indeed, arguing that more OxyContin consumption by addicted consumers demonstrates an increase in consumer welfare violates common sense—but this is precisely the result a mechanical application of antitrust analysis would supply. We argue here that standard antitrust arguments must be adjusted and updated to correctly handle addictive products, including social media platforms. A digital business asserting that its conduct is procompetitive would either need to employ a business model that does not rely on addictive or exploitative content, or show that net consumer welfare gains, rather than exploitation, are the consequence of its behavior.

Another way to see how the harms created by unregulated digital content affect policy decisions is to think about them as an aspect of the quality of digital services. In the parlance of antitrust economics, the harms that digital businesses impose on unwitting consumers essentially lower the quality of the product. The consumer may not be able to see the lower quality due to obfuscation by the platform, lack of regulation in the marketplace, or asymmetric information, and is therefore exposed to addictive services. Of course, when a service declines in quality, that is a harm to consumer welfare. When a zero-price service declines in quality due to anticompetitive conduct by a digital business, that is equivalent to an increase in quality-adjusted price, a traditional antitrust harm. Thus, increased “engagement” on a platform with addictive or exploitative content may result in lower-quality (or higher quality-adjusted price) services for some consumers. This is obviously not an efficiency.

The Article proceeds as follows: Part I describes the setting we study and the adoption of digital technology. Part II details current evidence on the psychological harms that digital businesses and social media platforms cause.

24. See, e.g., Am. Express Co., 138 S. Ct. at 2284; Herbert Hovenkamp, The Rule of Reason, 70 F.L.A. REV. 81, 84 (2018) (“The consumer welfare standard queries only whether output will be higher or lower (or prices higher or lower) under the restraint.”).

25. See In re Qualcomm Antitrust Litig., 328 F.R.D. 280, 309 (N.D. Cal. 2018) (“The economic term ‘quality-adjusted prices’ captures both the nominal price and total quality of a particular product.”), vacated on procedural grounds sub nom. Stromberg v. Qualcomm Inc., No. 19-15159, 2021 WL 4448713 (9th Cir. Sept. 29, 2021). This court endorsed the theory that a plaintiff could show consumer harm by demonstrating that absent Qualcomm’s conduct, phone manufacturers would “develop higher-quality phones with improved features even though” the prices they charged “remain[ed] the same.” Id.
Part III gives an economic background to regulation and considers broadly why we regulate certain products and markets. This part focuses on advances in behavioral economics and how they have affected regulatory design. We argue that credit cards and cigarettes are useful product parallels to social media platforms. In Part IV, we explain how the dangers of digital media and lack of regulation interact with measurement of consumer welfare. Lastly, we demonstrate how all these elements impact antitrust enforcement against digital businesses.

I. ADOPTION OF DIGITAL TECHNOLOGY

Grouped together, the internet, mobile devices, and social media services have caused the largest shock to cognition in human history. While print, television, and telephones had significant impacts on human thought and communication, the sheer scale and attention capture of the internet, mobile technologies, and platforms dwarfs these previous inventions. For example, American teens went from spending essentially no time on mobile devices and the internet in 1996 to well over six hours daily as of 2016.26 This increase in mobile device use was driven primarily by the exponential growth of engagement in social networking websites such as Facebook, Twitter, and Instagram.27 As a result, individual and collective cognition has, in under twenty years (or twenty-five if one wishes to include the rise of the internet through desktop computers) gone from a primarily Cartesian form of engagement and connectedness, where humans engaged with their immediate spatial environment or single individuals through telephones, to a Euclidean form of engagement, where instantaneous access to networks of usually like-minded individuals, friends, and family are ubiquitous not only in the United States but globally.

As with any shock, the welfare implications and long-term impact on human well-being of such rapid change are not entirely clear nor easily measured. For example, the impact of condensed calorie delivery in food products in the mid-twentieth century was first found to reduce certain measures of hunger prevalence in the United States.28 Only later were some of those changes to human diets found to lead to increased rates of obesity and the various comorbid health conditions closely linked to obesity.29 Additionally, any estimation we may make today of technology’s impact on cognition is further

27. Id. at 336.
complicated by the fact that the biological and behavioral pathways affected by the hardware and software of today’s platforms and devices are usually more complex than those linked to medical conditions like obesity and cancer. The substrates involved are words and symbols as opposed to physical molecules that can be observed in situ and in vivo impacting physical systems.

A further unusual aspect of the policy debate around digital technology is the relatively short period of time between its emergence and the potential for the imposition of significant regulation. While the potential harms of cigarettes were known to many physicians as early as the nineteenth century, significant public attempts to regulate them based on their dangerous health effects came close to half a century after mass consumption of cigarettes had started. This delay was caused, in part, by tobacco companies concealing their intent to addict customers to nicotine. Because of that delay—and the century of deaths and illness it caused—policy makers had decades of time-series epidemiological data to pair with basic science research that explained both the pathways of addiction and pathology that led to lung cancer and other ailments.

In the case of digital technology, the medical literature has grown exponentially over the last decade, with an emerging consensus that overuse of social media and other platforms can be dangerous to mental health, especially among at-risk groups. For example, there is already a political movement in the United States for significant limitations on technology usage in children. This is the case even though the medical model is very different than for tobacco or prescription drugs; the nature of usage cannot be classified as addictive on


31. See DAVID KESSLER, A QUESTION OF INTENT: A GREAT AMERICAN BATTLE WITH A DEADLY INDUSTRY 119–20, 252 (2001) (describing Brown & Williamson documents stating that the company was “in the business of selling nicotine, an addictive drug” and revealing the company’s decision not to disclose to the Surgeon General its knowledge of tobacco’s harmful health effects).


33. See, e.g., Haidt & Twenge, Adolescent Mood Disorders, Self-Harm, and Suicide, supra note 3, at 77 (reviewing studies showing an increase in negative adolescent mental health outcomes, especially for girls, since 2010); Jonathan Haidt & Jean M. Twenge, Social Media Use and Mental Health: A Review 109 (2021) (unpublished manuscript) (on file with authors) (reviewing studies showing a connection between social media use and mental health).

the molecular level, nor can the potential harms to cognition easily be modeled using current knowledge of human neurobiology. Nevertheless, a combination of numerous factors, including concerns over anticompetitive corporate behavior, the breakdown of civil society through foreign interference and disinformation across many platforms, the way platforms can amplify particular speech, and worries about algorithmic discrimination by these and other technologies, have led to a perfect storm where technology regulation


37. See, e.g., Dipayan Ghosh, Are We Entering a New Era of Social Media Regulation?, HARV. BUS. REV. (Jan. 14, 2021), https://hbr.org/2021/01/are-we-entering-a-new-era-of-social-media-regulation [https://perma.cc/D79Z-PP8K] (“[S]ocial media platforms’ broader tendency to promote and amplify conspiracy theories, fringe groups, and other problematic content must . . . be addressed.”); Daphne Keller, Amplification and Its Discontents, KNIGHT FIRST AMEND. INST. (June 8, 2021), https://knightcolumbia.org/content/amplification-and-its-discontents [https://perma.cc/7SP3-4STW] (stating that the “major platforms’ amplification features have . . . caused or contributed to real damage in the world,” including by “spread[ing] misleading political material, to the detriment of democratic governance”).

38. See, e.g., Facebook and Instagram To Examine Racist Algorithms, BBC NEWS (July 22, 2020), https://www.bbc.com/news/technology-53498685 [https://perma.cc/CD6R-9R8S] (reporting that Instagram’s leader “acknowledged it was ‘hearing concerns about whether we suppress black voices
II. The Medical Evidence on Consumer Cognitive and Psychiatric Harms from Digital Businesses

A. Overview

This section focuses on the harmful impact of digital technology platforms, particularly those in the social media space, on the mental health of youth and adolescents. We argue that the weight of the evidence suggests that material consumed through digital platforms can be harmfully addictive. We further explain that the literature specifically indicates that these platforms are harmfully addictive in youth and adolescents, especially in girls. Finally, for several reasons, we argue that the negative mental health consequences currently observed in youth and adolescents likely are only a fraction of the entirety of the harms to consumers. First, there may be economic harms that flow from the mental health harms described here. Second, there could be mental health harms to adults that the literature has not yet addressed. Third, the time period under study is relatively short due to the recent adoption of the


39. Senator Josh Hawley (R-Mo.) has proposed several bills to regulate big tech, including the Social Media Addiction Reduction Technology Act. See Abigail Chukey, Lawmaker Aims To Curb Social Media Addiction with New Bill, NPR (Aug. 3, 2019, 10:00 AM), https://www.npr.org/2019/08/03/747086462/lawmaker-aims-to-curb-social-media-addiction-with-new-bill [https://perma.cc/2QAB-2R 27]. On July 30, 2019, Senator Hawley tweeted: “Big Tech has embraced addiction as a business model. Their ‘innovation’ isn’t designed to create better products, but to capture attention by using psychological tricks that make it impossible to look away. Time to expect more & better from Silicon Valley.” Josh Hawley (@HawleyMO), TWITTER (July 30, 2019, 10:02 AM), https://twitter.com/HawleyMO/status/115620352668841728 [https://perma.cc/75A3-2723]. Senator Elizabeth Warren (D-Ma.) announced a plan to “break up big tech” during her 2020 presidential campaign. See Elizabeth Warren, Here’s How We Can Break Up Big Tech, MEDIUM (Mar. 8, 2020), https://medium.com/@teamwarren/heres-how-we-can-break-up-big-tech-9ad9e0da324c [https://perma.cc/75A3-2723].


has become a major policy issue that engenders (albeit for different reasons) broad bipartisan support in society. 39
technology. There is a long future in which further harmful consequences can occur, and these, of course, cannot be measured today. Lastly, and not the subject of this Article, a full accounting of the other potential disutilities of these technologies would be decidedly large and unwieldy, considering the sheer number of areas (democracy, privacy, etc.) that have been identified as areas of regulatory concern.  

We frame the medical evidence on consumer harm using the following criteria:

1) The harm we are describing occurs in the context of “harmful addiction.” Harmful addiction is a concept from the economics literature. It is defined as compulsive use of a product where past usage is predictive of more compulsive use in the future, conditional upon such compulsive use being harmful in a measurable way.  

2) Harms are limited to those experienced by individual consumers only and exclude externalities on other people and society more generally. Again, we take this approach because cataloguing external effects such as economic losses to society and harms to democracy is a potentially massive undertaking and beyond the scope of our study.

3) Harms are not considered for which there are already robust regulatory structures in place. There are a variety of bodily harms that have been linked with digital technologies, particularly related to the operation of mobile devices. In this Article, we do not discuss physical harms that result from the usage or operation of the devices themselves, such as accidents caused by distracted driving or potential neoplasms induced by cell phone emissions. There are either clear regulatory solutions to these problems that have already been implemented at the state level or there are ongoing epidemiological studies that can lead to future remedies.

42. Gul & Pesendorfer, supra note 40, at 147.
44. See, e.g., Cell Phones and Cancer Risk, NAT’L CANCER INST., https://www.cancer.gov/about-cancer/causes-prevention/risk/radiation/cell-phones-fact-sheet [https://perma.cc/3ATT-HSMX] (describing a European study, known as COSMOS, which tracks the potential health effects of cell phone use on approximately 290,000 people over the age of eighteen for a period of twenty to thirty years).
4) In this Article, we focus specifically on harms caused by social media. Our reasoning for limiting our focus is manifold. First, social media consumption has driven much of the rise in digital technology usage, particularly in at-risk groups such as adolescents. Second, the business model of social media—selling advertising—is directly linked to (over) usage by consumers. Social media platforms have engaged in well-documented attempts to manipulate users to increase platform usage. And lastly, social media is the source of much of the malicious content that is hypothesized to be a key cause of mental health harm.

5) The harms we consider are limited to those that negatively affect consumers’ mood and/or thought processes. As many of the potential harms from social media are similar to other stressors that lead to cognitive and affective impairment over long periods of time, we also include findings that are subclinical. The long-term effects of digital

---

45. **Victoria Rideout & Michael B. Robb, Common Sense Media, The Common Sense Census: Media Use by Tweens and Teens 39 (2019),** https://www.commonsensemedia.org/sites/default/files/uploads/research/2019-census-8-to-18-full-report-updated.pdf [https://perma.cc/DSSZ-EQZC] ("The average amount of time 13- to 18-year-olds spend using social media each day has remained nearly exactly the same: [an hour and 11 minutes] a day in 2015, and [an hour and 10 minutes] a day in 2019. On the other hand, the frequency of social media use has increased: The percent of teens who say they use it ‘every day’ has grown from 45 percent in 2015 to 63 percent in 2019.").

46. **NEMR & GANGWARE, supra note 36, at 26.**

47. **See Competition & MKTS. Auth. Final Report, supra note 17, at 143 (“To . . . maintain user attention, platforms determine the most relevant content for a given user and help users to locate this content quickly, using algorithms. For example, platforms may: select and rank the content shown in each user’s feed; make recommendations as to what content the user may wish to consume next; or suggest new connections they may wish to make. By providing better recommendation and personalisation functionalities, platforms may become more appealing to consumers and lead them to spend more time on the platform.”); see also ADAM ALTER, IRRESISTIBLE: THE RISE OF ADDICTIVE TECHNOLOGY AND THE BUSINESS OF KEEPING US HOOKED 153 (2017) (“It’s hard to exaggerate how much the ‘like’ button changed the psychology of Facebook use. What had begun as a passive way to track friendships’ lives was now deeply interactive, and with exactly the sort of unpredictable feedback that motivated Zeiler’s pigeons. Users were gambling every time they shared a photo, web link, or status update. . . . [Users are] more driven to seek feedback when it isn’t guaranteed. Facebook was the first major social networking force to introduce the like button, but others now have similar functions. You can like and repost tweets on Twitter, pictures on Instagram, posts on Google+, columns on LinkedIn, and videos on YouTube.”).**

48. **See Rikuya Hosokawa & Toshiki Katsura, Association Between Mobile Technology Use and Child Adjustment in Early Elementary School Age, 13 PLOS ONE 1, 10 (2018) [“R]epeated exposure to media violence is likely to lead to anxiety and fear, aggressive thoughts, and the acceptance of violence as a primary means for solving conflict.”).**

49. **Subclinical findings are those that are not indicative of concurrent illness but are associated with downstream negative health and other outcomes. For example, increased periods of depressed mood and distraction can lead to mood disorders and poor labor market outcomes, respectively.**
technology are a particular concern, especially in young children and adolescents.\textsuperscript{50}

These constraints should not be interpreted as necessarily exculpatory to other business models, or other potential harms to consumers or society. Rather, we are concerned that this Article be a readable length.

\section*{B. Addiction and Digital Technologies}

Empirical evidence from secular trends in social media uptake reveal consumption patterns that are consistent with addiction. There has been a large, nonlinear rate of growth in time spent on social media platforms since their introduction in the latter half of the 2000s.\textsuperscript{51} Such an increase in usage does not, by itself, show that the technology is addictive. However, when paired with survey data that suggests a substantial portion of heavy social media users express a desire to decrease their use to increase their subjective well-being, a picture similar to those seen with other harmful addictions emerges.\textsuperscript{52}

Increases in time spent online are consistent with a market in which consumers are using technology at a greater and greater rate, one that is predicted in part by past usage.\textsuperscript{53} We should not be surprised by this fact because platforms whose business model is selling advertising are financially incentivized to increase user engagement. User environments that are addictive are profitable because more time spent on the platform allows the platform to display additional ads to the user, which increases revenues. Put differently, because a typical social media site today does not collect revenue directly from users, and platform valuations are based on user growth and engagement, profit-maximizing firms with monopoly power would be expected to drive usage beyond the user’s value of that time. There is also early evidence that social media consumers report positive net value to quitting or reducing usage,\textsuperscript{54} a


\textsuperscript{53} See Yolanda (Linda) Reid Chassiakos, Jenny Radesky, Dimitri Christakis, Megan A. Moreno & Corinn Cross, Children and Adolescents and Digital Media, PEDIATRICS, Nov. 2016, at 1, 2, 12–13 (“Children today are growing up in an era of highly personalized media use experiences . . .”).

\textsuperscript{54} See Allcott et al., supra note 52, at 633.
finding that again is consistent with users of other addictive substances, who will pay to check themselves into rehab and for other costly interventions.55

One common criticism of the idea that digital technologies are addictive is that, as opposed to other products that are defined as addictive such as cigarettes and alcohol, digital platforms do not introduce a physical substrate to the human body. Tobacco and alcohol abuse, through modulation of neurochemistry and function, result in what is classically known as a physical addiction. Compulsive behaviors that do not have such a substrate, such as gambling, are referred to as “behavioral addictions”56 and—until the recent addition of gambling disorder to the DSM-557—traditionally have been excluded from formal psychiatric diagnoses. However, the neural pathways by which behavioral addictions are developed are quite similar to those of users with physical addictions.58 This leads to an important point we want to make: In a meaningful sense, visual and/or auditory stimuli, when optimized for human arousal, can be thought of as no different than a substance that is physically consumed.

Further evidence of these technologies having properties that are equivalent to those of abused substances can be seen in the way technology companies manipulate psychological mechanisms of reward to maximize consumption. Platforms design variable-interval reward schedules to decrease the latency to (and magnitude of) “negative” utility, or withdrawal.59 This means that nonuse in period t+1 generates negative utility that requires use, swiping, or other stimulus for the user just to break even. Varying the reward interval (think about checking Instagram constantly to see if anyone liked the picture of your cat because you are not sure when someone will) magnifies the intensity of the cravings compared to knowing that you will not hear anything until some distinct, future point.60

Another harm from social media relates to the impact of the distractions it imposes upon users. These distractions have two distinct, yet overlapping, components. First, there is the distraction that comes from the withdrawal from

use that makes consumers wish to access, or “swipe,” their smartphone to consume content from these platforms. Platforms leverage the psychological response to variable reward schedules that comes from actions such as checking for “likes.” The design of platforms such as Facebook and Instagram exploit these innate psychological tendencies which distract individuals from what they otherwise would be doing.61 Second, the nature of these platforms’ content is optimized to increase “engagement” and addiction. While a cigarette provides a very specific biological reward, content on social media, which is highly interactive and often quite personal in nature, can distract the user from other tasks of the moment, with such distractions leading to decreased mood states across the board.62

Tobacco companies were able to drive rapid growth in smoking by concentrating nicotine and manipulating the delivery device; these product choices increased usage enormously both in terms of number of smokers and amount consumed.63 The tobacco companies’ product design choices regarding nicotine levels are analogous to social media design choices. By increasing nicotine content, cigarette sellers increase addiction and sales. “Swiping” and analogous actions that provide small amounts of immediate gratification are pleasurable online activities for users for the reasons described above. Social media platforms such as YouTube and Facebook can optimize content presentation to maximize this stimulation, which increases overall time spent on these platforms.64 Any given user almost surely experiences declining marginal utility from platform use and even reaches some point after which increasing time on the platform generates disutility (e.g., the user needs to go to school). The platform does not experience a similar decline since it is unlikely to run out of profitable ads to show the user.

Advertising revenue drives a platform’s incentive to make sponsored content popular on websites and in search results. Algorithms set to maximize ad revenue will learn what users click on and how to frame and steer them to click on material that is profitable for the platform. For example, a study of YouTube’s algorithmic recommendations shows that it steers users towards

64. In an interview with Axios, Sean Parker, the former president of Facebook, said: “[T]he thought process that went into building these applications, Facebook being the first of them, . . . was all about: ‘How do we consume as much of your time and conscious attention as possible?’” Erica Pandey, Sean Parker: Facebook Was Designed To Exploit Human “Vulnerability,” AXIOS (Nov. 9, 2017), https://www.axios.com/sean-parker-facebook-was-designed-to-exploit-human-vulnerability-1513306782-6d18fa32-5438-4e60-af71-13d126b58e41.html [https://perma.cc/HLF5-MM6K].
extreme content;\textsuperscript{65} the study does not explain why steering occurs, but the extreme content may be entertaining and may cause a user to spend more time on the platform—where she can see another ad. This selection mechanism represents an economic source of harm—low quality in services—that interacts with the psychiatric harm of distraction because such content more effectively diverts the user’s attention from what her long-run self would prefer to be doing.

Eye-tracking studies that measure attention capture at speeds that are often nonvolitional (i.e., the consumer is not making a conscious choice to attend to a specific item)\textsuperscript{66} have shown the success of common methods of capturing web attention, such as clickbait and validation of views.\textsuperscript{67} Studies like these have demonstrated that our selective attention is not only drawn to content that is more arousing, but also that such content can help drive viral usage to levels that have been linked with harmful mental health outcomes.\textsuperscript{68} This kind of cue-conditioning to capture attention and drive consumption is similar to cue-conditioning for off-line addictive substances, where people become unable to stop consuming when exposed to cues related to past consumption.\textsuperscript{69} Interestingly, in a well-powered study of Facebook users that measured eye movements in those who scored highly on an established internet addiction scale,\textsuperscript{70} users were found to have improved mood within the first few minutes of logging on to Facebook but showed increasingly negative mood over time.\textsuperscript{71} This first increasing, then decreasing, picture matches the measured

\begin{flushleft}
\textsuperscript{68} See, e.g., William J. Brady, Julian A. Wills, John T. Jost, Joshua A. Tucker & Jay J. Van Bavel, \textit{Moral Contagion in Social Networks}, 114 PROC. NAT’L ACAD. SCI. 7313, 7316 (2017) (showing the chance of content virality increases with stronger moral-emotional valence); Igor Pantic, \textit{Online Social Networking and Mental Health}, 17 CYBERPSYCHOLOGY BEHAV. & SOC. NETWORKING 652, 652 (2014) (explaining that social media consumption can exacerbate “depressive predispositions, . . . further negatively impact[ing] mental health”).
\textsuperscript{71} Zaheer Hussain, Boban Simonovic, Edward J.N. Stupple & Maggie Austin, \textit{Using Eye Tracking To Explore Facebook Use and Associations with Facebook Addiction, Mental Well-Being, and Personality}, BEHAV. SCI., Feb. 2019, at 1, 8.
\end{flushleft}
utility of addicted consumers of any number of psychoactive substances, including but not limited to alcohol, opiates, nicotine, and stimulants, and it supports the idea that while modest social media usage could be beneficial, heavy usage may be harmful.

C. Evidence that Overuse of Digital Technology Causes Psychiatric Harms

The past decade has seen a rise in studies looking at the impact of digital social media on mental health, particularly in children and adolescents. These studies have shown that children and adolescents are especially vulnerable to addiction and are more likely to suffer long-term negative consequences due to the plasticity of their still-developing minds. Further, there has been a well-documented rise in multiple symptoms of mood disorders in children, especially girls, with a general secular trend over the last decade and a particular jump from 2012 to 2013, which coincided with a commensurate rise in social media usage by that population.

A large body of evidence has further shown links between social media use and mental health symptoms and illness. Large cohort studies and large-scale reviews have found good evidence suggesting a link between heavy usage of social media platforms (usually defined as over three hours per day) and increased depressed mood and anxiety across multiple cohorts of children and adolescents. Additional studies have linked social media with outcomes such as social isolation and sleep interruption. Other studies have identified further negative effects from using multiple social media platforms and network-based negative effects on mood. Finally, a consistent finding across numerous studies that controlled for gender found a significant and strong gender effect showing

72. Abi-Jaoude et al., supra note 5, at 136.
74. Ramin Mojtabai, Mark Olifson & Beth Han, National Trends in the Prevalence and Treatment of Depression in Adolescents and Young Adults, PEDIATRICS, Dec. 2016, at 1, 4; Haidt & Twenge, Adolescent Mood Disorders, Self-Harm, and Suicide, supra note 3, at 3.
76. Brian A. Primack, Ariel Shensa, Jamie E. Sidani, Erin O. Whaite, Liu yi Lin, Daniel Rosen, Jason B. Colditz, Ana Radovic & Elizabeth Miller, Social Media Use and Perceived Social Isolation Among Young Adults in the U.S., 53 AM. J. PREVENT. MED. 1, 3 (2017); Garrett Hisler, Jean M. Twenge & Zlatan Krizana, Associations Between Screen Time and Short Sleep Duration Among Adolescents Varies by Media Type: Evidence from a Cohort Study, 66 SLEEP MED. 92, 95 (2020).
77. Faelens et al., supra note 1, at 13; Primack et al., supra note 76, at 3.
that girls in particular are negatively affected by heavy social media use.78 A number of studies have shown a strong correlation between ADHD symptoms and heavy digital social media platform use.79 While not a mood disorder, ADHD can lead to anxiety and depression later in life and it also has a major impact on school performance and human capital production in general.80

Should there be any remaining doubt about social media’s addictive and harmful qualities, the platforms’ own internal research demonstrates these negative mental health effects, particularly those on adolescent girls. An internal Instagram study concluded that “[t]hirty-two percent of teen girls said that when they felt bad about their bodies, Instagram made them feel worse.”81 And an internal Facebook presentation stated that “[w]e make body issues worse for one in three teen girls” and “[t]eens who struggle with mental health say Instagram makes it worse.”82 That same presentation noted that “[t]eens blame Instagram for increases in the rate of anxiety and depression” and that “[t]his reaction was unprompted and consistent across all groups.”83 Instagram’s research also noted the platform’s addictive characteristics: “Teens told us they don’t like the amount of time they spend on the app but feel like they have to be present . . . They often feel ‘addicted’ and know what they’re seeing is bad for their mental health but feel unable to stop themselves.”84

D. Future Research and Regulation

Notably, these findings have been detected in relatively small sample sizes within only the first few years of mass social media use among children and adolescents. While these findings are not universal across all studies, and some cannot cleanly separate correlation from causality, the sheer volume and effect sizes seen in myriad studies have generated a consensus that an effect exists for


79. See, e.g., Ra et al., supra note 75, at 258.


82. Thompson, supra note 7 (quoting an internal Instagram study).

83. Wells et al., supra note 81.

84. Id. (quoting an internal Instagram study); see also Thompson, supra note 7 (“So a fair summary of Instagram according to Instagram might go like this: Here is a fun product that millions of people seem to love; that is unwholesome in large doses; that makes a sizable minority feel more anxious, more depressed, and worse about their bodies; and that many people struggle to use in moderation.”).
heavy users, particularly girls. Even studies that have not shown significant effects have been acknowledged by their authors to be potentially inconclusive due to current limitations in measurement variables and lack of sufficient longitudinal data to obtain statistical power. As further time-series data is collected on cohorts and further analyses are performed on heavy users—employing approaches like birth cohort models controlling for genetics and other risk factors—main effects for at-risk groups are likely to be larger.

Although it has been only ten years since the introduction and rapid adoption of social media technologies on portable devices, there is already substantial evidence of significant, negative mental health consequences in traditionally higher risk groups such as young girls. These effects appear to be strongest in those who utilize these social media platforms at levels much higher than average users, a usage level that is not only the expected result from product design but is in fact the logical commercial goal of these platforms.

We consider these effects, even when they are modest in magnitude, to be especially concerning and worthy of significant further research in conjunction with near-term regulatory oversight. In terms of research, the sheer level of consumption, particularly among children and adolescents whose brains have not fully developed, makes a deeper understanding of these effects critical in the near term. In the long term, the need for inclusion of data on digital technology and social media use in cohort studies is important for getting a better picture of the effects of heavy technology use over a consumer’s lifespan.

These long-term effects of digital technology use also make governmental intervention an important, and possibly critical, option in the near term. The impact on lung cancer and cardiac disease of mass-produced (and enhanced) tobacco products in the early part of the twentieth century was not fully

85. See Abi-Jaoude et al., supra note 5, at 136 (“Evidence from a variety of cross-sectional, longitudinal and empirical studies implicate smartphone and social media use in the increase of mental distress, self-injurious behaviour and suicidality among youth; there is a dose-response relationship, and the effects appear to be the greatest among girls.”); see also Haidt & Twenge, Adolescent Mood Disorders, Self-Harm, and Suicide, supra note 3, at 7–9 (finding that beginning around 2011, major depressive episodes began to rise, especially in teen girls).

86. See, e.g., Amy Orben & Andrew K. Przybylski, The Association Between Adolescent Well-Being and Digital Technology Use, 3 NATURE HUM. BEHAV. 173, 179 (2019) (“As self-report digital technology measures are known to be noisy, this could also have led to the effects of technology on well-being being diminished due to low-quality measurement.”); Jean M. Twenge, Jonathan Haidt, Thomas E. Joiner & W. Keith Campbell, Underestimating Digital Media Harm, 4 NATURE HUM. BEHAV. 346, 346 (2020) (finding that analytical decisions resulted in an underestimation of digital media harm); Jean M. Twenge & W. Keith Campbell, Media Use Is Linked to Lower Psychological Well-Being: Evidence from Three Datasets, 90 PSYCHIATRIC Q. 311, 327–28 (2019).

87. See, e.g., Rosenquist et al., supra note 29, at 354 (utilizing a birth cohort model controlling for genetics and other factors to study the association between genotype and BMI).

recognized until decades after their introduction. This delay was, in significant part, due to the lag between mass uptake by the population and the long-term health consequences of heavy usage. If there is anything that the COVID-19 pandemic has reminded public policy makers of, it is that policy based on modeling of future outcomes can be critical to maximizing public health, be it in the corporeal or mental health arena. Digital technology is one such place where analysis, and regulatory response to that analysis, is necessary.

III. ECONOMIC SETTING

A. Regulation

The field of regulation has been heavily influenced by principles pioneered by economists. Most notably, the discipline teaches that social welfare is maximized when the individual makes her own choices and maximizes expected utility, a setting that does not require any regulation. But of course, the underlying assumptions of that setting are perfectly competitive markets and the absence of externalities. For standard goods in a basic neoclassical model, more choice is (weakly) better and more consumption is (weakly) better, reflecting the reality that many households would indeed consume more of many goods—shoes or ice cream, for example—if their budgets increased, prices fell, or choices expanded.

Regulation can improve outcomes in a setting where a consumer creates what is known as an externality. An externality is a harm or benefit accruing to someone else who did not purchase or use the good or service that produced the harm or benefit. For example, pollution from a car harms others in the neighborhood, region, and globe, while the benefit of transportation services is enjoyed by the car owner. One goal of optimal regulation is to create a market system such that the car owner internalizes the total cost of the pollution they generate. Such regulation causes the car to be used in a way that accounts for everyone’s utility, not just the owner’s. For example, an optimal carbon tax would lead to a cost of gas that reflected all the pollution harms generated by using the gas. An optimal carbon tax would cause many car owners to drive

90. Id. at 6.
93. See, e.g., SANTOSH RAIKAR & SEABRON ADAMSON, RENEWABLE ENERGY FINANCE: THEORY AND PRACTICE 12 (2020) (“[A] tax to control carbon emissions optimally should set the tax equal to the marginal damages such emissions create . . . .”).
94. See id. at 84–85.
less, thereby harming others less, but would continue to create an incentive for driving when the value of the trip was above its total cost.

While this Article will focus on governments that attempt to regulate dangerous products for the benefit of society and consumers, we recognize that U.S. governmental institutions are vulnerable to capture by profit-seeking corporations that work against this outcome. If companies can earn more profit without regulation, for example by advertising cigarettes on television to increase consumption by all ages, then they will use a portion of those incremental profits to pay politicians—whether directly or indirectly—to attempt to prevent that regulation. This interplay of politics, corporate interests, and harm to voters explains the long delay in regulating cigarettes and the current lack of regulation of pollutants that contribute to climate change, among other regulatory lapses.

Throughout U.S. history there have been instances where products or services were regulated because society did not view them as having the ordinary “more is better” characteristic. Regulation of alcohol and certain nonprescribed, pharmacologically active agents was periodically enacted throughout the twentieth century, especially during Prohibition and the “war on drugs,” when significant restrictions on use were imposed. Alcohol and recreational drugs are products for which the stylized choice and consumption assumptions described above are generally viewed as incorrect. Consumption of alcohol in large amounts can be damaging, as users often become violent or incapacitated and harm people and property. Alcohol can also be addictive. Similarly, illegal drugs like cocaine are addictive. Increased consumption of addictive drugs brings with it the danger of serious health consequences, inability to work, lost relationships, overdoses, and so forth. These risks are qualitatively and quantitatively larger than the risks from increasing consumption of shoes or ice cream.

95. See, e.g., Stacey L. Dogan & Mark A. Lemley, Antitrust Law and Regulatory Gaming, 87 TEX. L. REV. 685, 698 (2009) (“Agencies are famously subject to ‘capture’ by the industries they are supposed to regulate.”).

96. See, e.g., CHRISTOPHER LEONARD, KOCHLAND: THE SECRET HISTORY OF KOCH INDUSTRIES AND CORPORATE POWER IN AMERICA 401 (2019) (noting that between 1991 and 2009, Charles Koch and other executives in the fossil fuel industry “spent millions of dollars to support the idea that there was an ‘alternative’ view about climate change”). Leonard describes how, in 2009, a senior manager at Koch’s lobbying office commissioned “a third-party economic report that would undermine support for the Senate’s [American Clean Energy and Security Act]” while “Koch Industries took pains to hide its involvement.” Id. at 447.


99. Id.
Other products are dangerous financially, such as mortgages, credit cards, and funeral services. Like prescription drugs, these products can be beneficial in small quantities; just as an appropriate dose of opioids reduces pain, a small mortgage (relative to the ability to repay) allows the purchase of a first house. But these products can also be harmful in quantities that are too large. Some financial products are also addictive, like gambling and credit cards. Excessive credit card debt can destroy a person’s credit rating or lead to bankruptcy. Other financial products are simply dangerous if consumed in excess. Obtaining an excessively large mortgage risks foreclosure, homelessness, and other costly consequences if the borrower experiences an adverse shock. Funeral services purchased when the consumer is distraught can be more expensive than the consumer intended. All of these products are regulated more strictly than “conventional” products such as shoes.

These products are regulated in several ways. One is by requiring access through intermediaries who have certain responsibilities established by the state: physicians, banks, and bars, for example. Another regulatory strategy is to make the entire product illegal, like the United States does with cocaine. This

---

100. See Michelle J. White, Bankruptcy Report and Credit Cards, 21 J. ECON. PERSPS. 175, 177, 180 (2007) (describing the increase in credit card debt and potentially mortgage debt as the “most convincing explanation” for the increase in personal bankruptcy filings in the United States, from 287,000 in 1980 to over two million by 2005).


102. See Consumer Debt: Are Credit Cards Bankrupting Americans?: Hearing Before the Subcomm. on Com. & Admin. L. of the H. Comm. on the Judiciary, 111th Cong. 12 (2009) (statement of Adam J. Levitin, Professor of Law, Georgetown University Law Center) ("[A]n examination of credit card debt and bankruptcy filings shows that consumer bankruptcy filers are mired in credit card debt.").

103. See CONSUMER FIN. PROT. BUREAU, PROTECTING CONSUMERS FROM IRRESPONSIBLE MORTGAGE LENDING 1–2 (2013), https://files.consumerfinance.gov/f/201301_cfpb_ability-to-repay-factsheet.pdf (noting that lenders’ failure to establish consumers’ ability to repay their mortgages and luring consumers to take on loans beyond their means contributed to the collapse of the housing market in 2008).

104. See Funeral Industry Practices Rule, 85 Fed. Reg. 8490, 8490 (proposed Feb. 14, 2020) (to be codified at 16 C.F.R. pt. 453) (finding that the combination of emotional stress, lack of experience, lack of information, and tight time constraints results in funeral consumers being very susceptible to influence from funeral directors’ advice and counsel); see also Robert Benincasa, You Could Pay Less for a Funeral Just by Crossing the Street, NPR (Feb. 7, 2017, 4:02 PM), https://www.npr.org/2017/02/07/504020003/a-funeral-may-cost-you-thousands-less-just-by-crossing-the-street [https://perma.cc/YWSK-4EN8] (reporting that funeral-services provider Service Corporation International (“SCI”) told investors that “consumers spend an extra $1,900, on average when they buy a package, versus an ‘a la carte’ funeral” and that SCI’s CEO explained “when we deliver these packages, people tend to spend more money because they’re buying more products and services”).

105. See, e.g., N.Y. PUB. HEALTH LAW § 230 (McKinney 2021) (setting forth guidelines for professional medical conduct); N.Y. EDUC. LAW § 6530 (McKinney 2021) (defining medical misconduct); CAL. CIV. CODE § 1747.05 (Westlaw through urgency legislation through Ch. 770 of 2021 Reg. Sess.) (regulating the issuance of credit cards by banks); N.J. STAT. ANN. § 33:1-11.3 (Westlaw through L.2021, c. 221, J.R. No. 3) (regulating liquor licenses and permits).
extreme approach is utilized when even a small amount of the product may create life-threatening addiction. A third regulatory option is to limit the ages of consumers and the conditions under which the product can be sold: age limits for buying tobacco and alcohol and opening hours for liquor stores are examples. Credit cards likewise are restricted to those over the age of twenty-one (if there is no cosigner or proof of financial independence). Another regulatory tool is a cooling-off period, during which consumers can cancel certain purchases. In the United States, the Federal Trade Commission (“FTC”) Cooling Rule gives a consumer three days to “cool down” after agreeing to a contract or purchase from an in-person sale where she faced pressure to buy. The tool we focus on in this Article is regulatory design. This encompasses a regulator’s choice of defaults, salience, choice framing, and incentives for intermediaries.

A reason for regulation of risky products could be that the preferences of some consumers are dangerous or unacceptable for society as a whole, either as a moral matter or because of those preferences’ externalities on others. In these cases, cultural norms may underlie policy formulation and implementation. Another argument is that regulations designed to limit consumption of certain products by children are justified because children are unable to become fully informed about specific products and to make decisions about their likely benefits and harms. Regulatory design, by contrast, is motivated by the behavioral economics insight that, left to their own devices and faced with an environment designed by sophisticated and profit-maximizing sellers, consumers will fare poorly. They may not want to become exploited or addicted to a product ex ante but may find it difficult to resist. Regulation that helps the consumer control the way and the extent to which they consume a product improves their welfare.

B. Behavioral Economics

Recall that in a neoclassical model featuring adult consumers and no externalities, no regulation is necessary because, by assumption, the consumer is capable of doing the best for herself. And, under the assumption that consumers perfectly maximize, choosing poorly is a one-off mistake and there

106. See, e.g., 21 U.S.C. § 387f(d)(5) (prohibiting the sale of tobacco products to anyone under the age of twenty-one years); 23 U.S.C. § 158 (establishing twenty-one as the minimum legal purchase age for alcoholic beverages).


108. See, e.g., Harry G. Levine & Craig Reinarman, From Prohibition to Regulation: Lessons from Alcohol Policy for Drug Policy, 69 MILBANK Q. 461, 462 (1991) (explaining that the temperance movement, which “was devoted to convincing people that alcoholic drink in any form was evil, dangerous, and destructive,” was a driving force behind Prohibition).
is no scope for regulation to improve their well-being. The regulatory design approach rejects these assumptions. Over the past forty years, research in behavioral economics has demonstrated that, in fact, poor choices by consumers are common and predictable. Guided by theory, and using evidence from lab and field settings, research overwhelmingly shows that consumers often do not follow the neoclassical model and instead harm themselves through their choices. Consumer behavioral biases include present bias, misjudgment of quality and prices, sensitivity to defaults, loss aversion, and subjectively high search costs.

Behavioral models reflect the underlying psychological (and beneath that, biological) factors that cause these departures. Of particular importance is the existence of what are called “internalities.” Analogous to externalities, these are benefits that make a consumer happy in the short run and drive short-run decisions, while imposing harms to the long-term welfare of that same consumer. These types of mistakes are extremely common among consumers in many markets (e.g., exercising, dieting, savings, and more). Consumers
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may be sophisticated about their internality and correctly forecast their future short-term decision-making, which may enable them to design an environment that favors the long run. For example, they may join a nearby gym or sign up for their employer’s matching savings plan. Or consumers may believe that they will act according to their long-run preferences—go running, save via their checking account—even when each day they consistently do not. This explicit framing is used to buttress policies that might otherwise be considered paternalistic.

There is empirical evidence that firms exploit behavioral biases. For example, Sharon Oster and Fiona Scott Morton show that magazines choose newsstand (impulse purchase) and subscription (commitment to read in the future) prices in a way that is consistent with taking advantage of the consumer’s present bias. There is also strong evidence of behavioral biases in digital platform markets, such as online ticketing. Tom Blake, Sarah Moshary, Kane Sweeney, and Steve Tadelis find that consumers’ responsiveness to price is very sensitive to the way in which ticket prices and fees are presented on StubHub. Users who do not see full ticket prices until reaching the checkout page—where the back-end fees are added on—are more likely to buy tickets compared to those who see full prices, with fees included, up front. Though back-end fee users experience search frictions, such as revisiting search pages after seeing the full price, they still buy seats located closer to the stage which are higher in quality and more expensive. Even consumers who have used StubHub more than ten times purchase more, and higher-quality, tickets when fees are added on at the end. In turn, sellers offer more high-quality tickets, which is an offsetting benefit to consumers. Interestingly, this empirical study could be carried out because StubHub moved between the two methods of disclosing fees. The company tried the upfront approach because it is what consumers said they wanted in surveys. Yet, under the simpler and more transparent format, consumers bought fewer and lower-quality tickets. The evidence shows that StubHub gained increased transactions and increased revenue when it tacked
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on fees at the very end, an example of digital platforms benefiting from consumers’ behavioral limitations.\footnote{See Blake et al., supra note 119, at 24–25.}

The literature falling under the categories of behavioral and neuroeconomics is so vast that it would be impossible to adequately summarize, much less cover, here. The point we wish to make in this Article is different. In our view (discussed below), regulatory design based on behavioral economics will eventually be adopted for digital businesses because of their threat to users’ mental health. Before that regulation arrives, many digital products will continue to have the characteristics of an unregulated credit card market featuring asymmetric information and behavioral consumers: these products often do harm when consumers increase the quantity of services they consume.

C. Specific Examples of Behavioral Regulation

One of the simplest examples of behavioral regulation applies to funeral homes. In addition to the unique economic components of funerals (they are in many cases among the largest one-time expenditures a family will ever face), they occur at a time of tremendous grief for the likely shopper.\footnote{Funeral Industry Practices, 47 Fed. Reg. 42,260, 42,260 (Sept. 24, 1982) (codified at 16 C.F.R. pt. 453) (“[F]inal arrangements are typically the third most expensive consumer purchase of a lifetime, behind the cost of a house and the cost of a car.”); see also Mercedes Bern-Klug, What Families Know About Funeral-Related Costs: Implications for Social Work Practice, 24 HEALTH & SOC. WORK 128, 129 (1999).} The decision about how to send off a loved one can be among the most emotionally trying of an economic decision-maker’s life. As such, a consumer may not be able to process information as well as they normally do and will potentially make decisions they might otherwise not.\footnote{Funeral Industry Practices Rule, 85 Fed. Reg. 8490, 8490 (proposed Feb. 14, 2020) (to be codified at 16 C.F.R. pt. 453) (“[F]uneral arrangement decisions must often be made while under the emotional strain of bereavement, and . . . consumers often lack familiarity with the funeral transaction.”).} In sum, these shoppers can be poor choosers. Additional risk comes from the possibility of an unscrupulous funeral director who purposefully exploits the emotional state of the shopper to sell more expensive goods and services. To limit incentives for funeral homes to take advantage of customers, the FTC developed the Funeral Rule, which prohibits exploitative practices such as requiring families to purchase a casket if they request cremation.\footnote{Fed. Trade Comm’n, Complying with the Funeral Rule 1 (2012), https://www.ftc.gov/tips-advice/business-center/guidance/complying-funeral-rule [https://perma.cc/9U5S-6GXF].} These rules should make no difference to a shopper who is behaving in a standard manner; the rules do not change the price or quality of any product, nor do they restrict who can purchase. Yet, they are an explicit recognition that the shopper likely is not in a state to make good

\footnote{126. See Blake et al., supra note 119, at 24–25.}
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decisions. The rules provide protection for a consumer who is not performing as the neoclassical model would have her do.

A more complicated example is cigarettes. While regulations on tobacco sales have been in place since the early twentieth century, calls for taxation and limits on sales to minors gained tremendous momentum starting with the release of reports on smoking by Reader’s Digest and the Surgeon General in the 1950s and 1960s, respectively. In response, the tobacco industry funded symposia and created organizations such as the “Council for Tobacco Research” to generate “evidence” that smoking was not dangerous, while suppressing research that exposed the harmful effects of tobacco. These efforts delayed the arrival of regulation. The reasons that regulation eventually was imposed include: the direct medical consequences of long-term tobacco use; the indirect consequences of long-term exposure on nonsmokers, including infants and children; and efforts on the part of tobacco companies to optimize the addictive potential of cigarettes through manipulation of the tobacco product as well as the delivery device (e.g., the filter).

In 1996, the FDA released a set of regulations to ban the sale of tobacco to minors. However, soon after, major tobacco companies sued to challenge these regulations. In FDA v. Brown & Williamson Tobacco Corp., the Supreme Court ruled that the agency did not have authority to regulate tobacco. It was not until 2009, when President Obama signed the Family Smoking Prevention and Tobacco Control Act, that the FDA was granted authority to regulate a class of tobacco products, including cigarettes and cigarette tobacco.
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legislation allowed the FDA in 2010 to reissue its 1996 regulations.\(^\text{140}\) In 2016, the Tobacco Control Act was amended to regulate all tobacco products, including e-cigarettes and future tobacco products.\(^\text{141}\) The regulations proposed in 1996 and adopted in 2010 included restrictions prohibiting the sale of tobacco to minors and requiring a photo ID for purchasing tobacco products; the restriction of tobacco vending or self-service machines to places where minors are not present; packaging and ingredient labeling restrictions; restrictions on the type of marketing targeted at minors (black and white, text only); and a ban on tobacco marketing using nontobacco products (e.g., t-shirts, hats, sports team sponsorships).\(^\text{142}\)

These regulations are directly related to the harms cigarettes cause. Notice that many of them rely on the behavioral consumer we have described above. For example, the rules are designed to reduce asymmetric information between the company and consumers. Perhaps because tobacco companies hid tobacco’s health and addiction risks from consumers for many years, regulation requires the inclusion of warnings about health risks on package labels. Furthermore, the more persuasive kinds of advertising—for example, TV ads showing cool smokers at a fun party—are banned. Children are not considered capable of making the decision about the risk-reward trade-off of cigarettes and therefore are barred from purchasing them. Cigarette companies are additionally barred from designing marketing campaigns that might be attractive to children, such as those using cartoon characters, and advertising through channels accessed by children. This set of regulations demonstrates an appreciation for behavioral features of consumers, such as vulnerabilities to asymmetric information and addiction, especially when facing profit-maximizing firms that understand how to exploit these features.

The case of credit cards is even more interesting. It is easier than ever for consumers to obtain credit cards and use them, thereby accumulating debt if they do not have the funds to immediately pay the balance. While consumers gain from increased convenience, they also, on average, exhibit behavioral biases such as debt illiteracy and present-biased preferences for consumption.\(^\text{143}\) Consider a present-biased consumer with a poor understanding of how debt accumulates. She has a credit card from a company that processes payments and
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issues credit. Swiping her card is effectively taking out a short-term loan with a pleasurable immediate payoff: she borrows money that she cannot afford to pay out today. As with other types of loans, the consumer faces penalties for late payments and more severe consequences, such as bankruptcy, if she ultimately cannot pay off her debt.

The profit-maximizing credit card company knows that the consumer will underestimate how much she will borrow in the future and overestimate her ability to pay, and she may also become addicted to the pleasure of spending. The company has an incentive to encourage her to use the card and to pay off just the minimum each month, allowing the card company to profit from late fees and interest payments on debt that carries over. The company also has a financial incentive to design communications with the consumer to hide, or make less salient, the true cost of borrowing. For example, billing statements may not show what happens to the consumer’s pay-off period and interest costs if she pays only the minimum amount from month to month. Such a consumer is very profitable to the card company, and therefore the company will advertise low introductory rates, cash-back perks, and other rewards to grow this segment of their customer base.144

Consumers are capable of becoming more informed and aware of their own biases; in the terminology of this literature, they become “sophisticated” consumers, rather than “naive” ones.145 But even a sophisticated consumer has behavioral biases; she is simply aware of them and can attempt to combat them through techniques like committing her future self to a certain path of spending, saving, or other actions. These commitments take the form of automatic paycheck deductions for contributions to a retirement account, regular exercise dates with friends, and the like. But this is only a partial solution even in the best case and often requires financial literacy, which takes effort to attain and is not universal. If consumers have a hard time learning, and even after taking the trouble to learn they still have behavioral biases, and there is no regulation of company conduct, then it is very likely that profit-maximizing companies will exploit them.

To help consumers, the U.S. government enacted the Credit Card Accountability Responsibility and Disclosure Act of 2009 (the “Credit CARD Act”). The Credit CARD Act is an example of regulatory design that attempts to improve the situation for consumers by restricting who can get a credit card

144. See, e.g., Chris J. Hoofnagle, *Internalizing Identity Theft*, 13 UCLA J.L. & TECH. 2, 21 (2009) (“[T]he ‘best customer’ from the credit granting perspective could be the consumer who will charge so much that they cannot afford to pay off the balance in full in any given month. These so-called ‘credit revolvers’ are the most profitable consumers because they pay compounded interest rates on their purchases and fees.”).

145. See O’Donoghue & Rabin, supra note 111, at 108.

and how the issuer can communicate with the consumer. For example, the Act’s provision for “plain language in plain sight” requires issuers to be transparent in agreement and disclosure statements. After a card is activated, billing statements must periodically display what happens to payment period and interest costs when consumers pay only the minimum. Billing statements also must disclose what happens if debt is paid off in thirty-six months versus making minimum payments indefinitely. This “nudge” helps consumers adopt a payment plan that will save money on interest payments in the long-term.

Another element of the Credit CARD Act requires consumers to affirmatively opt in to transactions that exceed monthly spending limits. The behavioral economics literature tells us that consumers are more likely to accept the default than to opt in, so this design option discourages them from making present-biased decisions that increase their debt. Younger consumers with no experience managing finances are particularly vulnerable to exploitation. Under the Act, consumers under age twenty-one must have a cosigner or proof of independent income to be issued a credit card; issuers may not offer consumers tangible items (t-shirts, etc.); and universities must disclose any contracts with companies about the marketing of cards to students.

The evidence indicates that behavioral regulation is effective. In the case of credit cards, implementing the Credit CARD Act reduced consumer borrowing costs, especially for consumers with poor credit scores. This result was achieved in large part by requiring card companies to prominently display the payment needed to eliminate a debt in thirty-six months. Abundant
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149. Id.
150. Id.
152. See The Importance of Financial Literacy Among College Students: Hearing Before the S. Comm. on Banking, Hous. & Urb. Affi., 107th Cong. 14–18 (2002) (statement of Robert D. Manning, Professor of Humanities, Rochester Institute of Technology) (testifying that the lack of financial literacy among college students makes them particularly vulnerable to exploitation on campus).
153. Fact Sheet, supra note 147.
154. Agarwal et al., supra note 151, at 111.
evidence suggests that these kinds of design-choice “nudges” can change real outcomes. It is important for regulators to be cognizant when firms have financial incentives to avoid, or work around, regulation. This is a common scenario. Penalties for failure to comply with regulations are critical in these settings, as without them, firms may gain financially from noncompliance. Transparency requirements for issuers are another helpful element in a regulation when issuers profit from consumers’ predictable behavioral biases. The Credit CARD Act provides some accountability by requiring issuers to publish agreements and disclosure statements online and increasing penalties for companies that do not comply.

In the examples of mortgages, cigarettes, and credit cards, regulations explicitly address consumers’ cognitive limitations and their tendency to exhibit present bias and accept defaults, in addition to more standard reasons for regulation, such as preventing children from harming their future selves. These consumer mistakes are exacerbated when consumption can lead to costly addiction. In that case, regulations that help protect consumers from their own behavioral limitations prove to be even more beneficial.

D. Digital Platform Regulation

In the United States, consumer-facing digital businesses are subject to no industry-specific regulation. Platforms can adopt exploitative and addictive business models with no legal restriction. For example, a platform that displays videos can suggest a subsequent video to the viewer without any limit on what that suggestion can be, or whether the sequencing strategy can be designed to be addictive. Further, platforms have no restriction on the ad load they place on their viewers. And a digital platform that serves up news articles to its users faces no legal restrictions on whether the news it chooses to present (and that consumers will read because it is the default option) is entirely false or entirely true. The business therefore might find that it can sell more ads to the consumer if it shows news items from paid operatives of a foreign state or a group that would gain financially from the adoption of a law or election of a candidate.

Without regulation, it is clear that a profit-maximizing ad-supported digital business earns the most by attempting to attract consumers with content

157. See, e.g., THALER & SUNSTEIN, supra note 113, at 60, 68 (describing how Texas saw a twenty-nine percent reduction in roadside litter within the first year of launching its “Don’t Mess with Texas” slogan, while Montana observed statistically significant decreases in smoking among teens through its educational campaign socializing nonsmoking). Early results from the Committed Action to Reduce and End Smoking (“CARES”) savings program, which incentivizes would-be smokers to deposit money otherwise spent on cigarettes into an account, revealed that smokers who want to quit are fifty-three percent more likely to achieve their goal through the program. Id. at 232.

158. See Wu, supra note 8, at 778.
that activates reward pathways that—much like those cigarettes and other addictive substances activate—are reflexive and drive usage based upon midbrain induced reward and withdrawal effects. There are two core ways by which these effects are achieved: first, through easy access (via mobile devices, amongst other mechanisms), and second, by promoting arousing and/or inflammatory content that provides the most reward. Through these mechanisms, platforms generate repeat customers who can be shown ads throughout the day and (notably) often in mood states that can lead to spending behavior.\textsuperscript{159} Further, these consumers are largely unaware that they are being exploited. This prevents them from reducing their attention or transferring it to a source of safer content in a way they might if they understood the potential mental health harms. Competition occurs on the basis of perceived content quality because the consumer cannot see or measure true quality; therefore, they cannot choose between digital businesses on that basis.

While some regulation has been proposed, no federal law has yet passed in the United States that would limit the ways digital businesses choose to attract, entrap, and addict consumers. Proposed legislation includes Senator Josh Hawley’s bill that would ban infinite scrolling and autoplay of videos on social media platforms\textsuperscript{160} and, regarding user-specific data, Senator John Thune’s bill to bar large internet platforms from using search history for algorithms that procure content, unless the user allows access for this specific use.\textsuperscript{161} Several other bills aim to regulate the privacy of user-specific data, such as Senator Amy Klobuchar’s bill to protect personal health data (e.g., data collected on wearable fitness trackers),\textsuperscript{162} and Senator Roger Wicker’s bill to safeguard the privacy of consumer health data for tracking COVID-19 cases.\textsuperscript{163}

A digital platform that collects data about its users may use that data in any way that is consistent with the user agreement it presented to the consumer and to which the consumer agreed (abstracting from whether the consumer either read or understood the user agreement). This is not true in the European Union, for example, where the General Data Protection Regulation (“GDPR”) came into effect in 2018 and strictly limits the use of consumer data.\textsuperscript{164}

\begin{itemize}
  \item \textsuperscript{160} Social Media Addiction Reduction Technology Act, S. 2314, 116th Cong. (2019).
  \item \textsuperscript{161} Filter Bubble Transparency Act, S. 2024, 117th Cong. (2021).
  \item \textsuperscript{162} Protecting Personal Health Data Act, S. 24, 117th Cong. (2021).
  \item \textsuperscript{163} COVID-19 Consumer Data Protection Act of 2020, S. 3663, 116th Cong. (2020).
  \item \textsuperscript{164} Commission Regulation 2016/679, art. 6, 2016 O.J. (L 119) 36 (limiting the legal processing of user data to situations where: (1) the data subject consented; (2) processing is necessary for performance of a contract to which the data subject is party; (3) processing is necessary for compliance with a legal obligation; (4) processing is necessary to protect the vital interests of the data subject or another person; (5) processing is necessary for the performance of tasks carried out in the public interest
\end{itemize}
However, the GDPR limits data use so strictly that consumers must give permission for many useful functionalities. Consumers thus become inured to giving permission, potentially eroding the intended protection of the law to some degree.\textsuperscript{165} Services and products that cause harm and are subject to no regulation at all are fairly rare in the modern U.S. economy. Over time, political pressure tends to result in regulation to protect consumers from harmful or addictive products. Yet the delay can be long between the time that researchers identify and begin measuring harms and the enactment of regulation that protects consumers, as in the case of cigarettes. The United States is currently in that delay period when it comes to online content.

\textbf{IV. IMPLICATIONS FOR COMPETITION AND ANTITRUST ENFORCEMENT}

Under these conditions, a platform’s strategy that best attracts consumers and is most profitable for the platform may well be bad for consumers themselves. But if that strategy is legal, management of digital businesses are likely to feel pressure from their boards and shareholders to engage in it. A company that attempts to offer a higher-quality product likely would sell fewer ads to those customers who are less “engaged”—in other words, less addicted. A company that adopts a different business model—a subscription model for example—would appear to be charging a price for the “same” product that is available for “free” from competitors.\textsuperscript{166} Without assistance, consumers may not be able to appreciate the design choices that make the subscription product safer for their mental health, while the barter transaction they engage in to receive “free” services is not salient to them. Consumers who do not understand their own behavioral biases cannot evaluate which model would be better for them. This situation does not represent a well-functioning market that delivers maximal surplus to consumers.

Not only are behavioral problems rife, digital businesses often operate in very concentrated market structures.\textsuperscript{167} Concentration in this industry is
concerning because it leaves few competing providers for consumers to switch to should they learn about the risk of addiction or if a regulator were to make quality more salient. Monopoly positions in this sector may have been attained and maintained on the merits or by anticompetitive conduct. Either way, U.S. and international antitrust enforcers have become increasingly concerned about anticompetitive conduct in these markets. Indeed, U.S. enforcers recently brought antitrust claims against two of the largest digital platforms. The FTC and forty-eight state attorneys general sued Facebook, and the U.S. Department of Justice and several states sued Google for unlawful monopoly maintenance.

A competitive market likely would make more choices available to consumers. Profit-maximization would incentivize each platform to attract consumers through quality and differentiation, which might include the relative addictiveness of a platform. Sophisticated consumers would understand the possibility of addiction in the future and demand a safer product. While a naïve consumer might not think they are susceptible to addiction, a safer service would have an incentive to explain its merits to attract demand. Perhaps the least addictive platform would develop quality metrics, promote them, and compete for consumers on the basis of its relatively high quality. Perhaps it would market its platform to parents of young users. Perhaps consumers would take fuller advantage of third-party rating systems to evaluate platforms’ content in the way they use Consumer Reports when they buy washing machines.

Reaches 95% of young internet users through its various products, Amazon has 75% of book sales, and Microsoft and Apple supply 95% of desktop operating systems”).

168. Since 2017, the European Commission has fined Google for violating Article 102 in three separate cases for (1) harming competition in online search by promoting its own comparison shopping service; (2) ensuring dominance of the Google search engine by requiring that Android manufacturers preinstall Google search apps; and (3) preventing competition on the merits for online advertising intermediation through exclusive contracts and other anticompetitive tactics. See European Commission Press Release, European Comm’n, Antitrust: Commission Fines Google €1.49 Billion for Abusive Practices in Online Advertising (Mar. 20, 2019), https://ec.europa.eu/commission/presscorner/detail/en/IP_19_1770 [https://perma.cc/M83T-8V87].
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choices if there were both more choices and more competition, and therefore less concentration and less market power. This is one of many beneficial outcomes to expect from antitrust enforcement in technology markets.

To achieve accurate measures of consumer welfare, standard antitrust procedures must be updated for dangerous and addictive products, including technology platforms. The consumer welfare standard, which courts and enforcers rely on in most antitrust analyses, typically incorporates both current and future price, quality, and innovation effects. But the standard is not generally understood to require an adjustment for addictive goods. There is no discussion in the 2010 Horizontal Merger Guidelines, for example, concerning addictive goods. Why have antitrust practitioners, enforcers, and courts been so slow to adapt the way they measure consumer welfare to account for addictive goods, especially given that many addictive products are old and have seen antitrust enforcement in past decades?

Part of the answer lies in the extent of regulation for many dangerous products. For example, if the merger of two automobile companies caused cars to become faster and more dangerous, governments could employ other tools, such as speed limits and air bags, to protect consumers and give them the benefit of the technology while mitigating its harms. Because regulation intercedes to preserve consumer safety, the antitrust analysis does not need to account for the merger resulting in more dangerous products. Likewise, governments established age limits, advertising restrictions, and taxes on cigarettes as the realization grew of the harm smoking caused. There is no regulator in the United States today that wields any such tool for social media.


172. See, e.g., Herbert Hovenkamp & Carl Shapiro, Horizontal Mergers, Market Structure, and Burdens of Proof, 127 YALE L.J. 1996, 2000 (2018) (noting that the “structural presumption” in merger analysis assumes “that the goal of merger policy is to promote ‘consumer welfare’ by protecting consumers against high prices or reduced output, product variety, product quality, or innovation”); Diana Moss, Merger Policy and Rising Concentration: An Active Agenda for Antitrust Enforcement, 33 ANTITRUST 68, 69 (2018) (“The progressive view is that a merger that reduces consumer welfare through adverse price or non-price (e.g., quality, variety, or innovation) effects should generally be considered potentially harmful.”).


A second reason an addictive products analysis has not been used in the past in antitrust enforcement is that the behavioral economics and framing is only a few decades old.175 While many readers might consider forty years of learning to be both long-established and ample, antitrust is a field that distrusts anything new.176 Our view is that behavioral economics, now with forty-plus years of research, three Nobel prizes, and many decades of empirical evidence, is firmly in a position to be cited and relied on by antitrust scholars, practitioners, and policy makers.177

Behavioral economics and its supporting empirical evidence call into question antitrust precedent that relies on a flawed vision of the “rational” consumer. Consider, for example, Justice Scalia’s dissent in *Eastman Kodak v. Image Technical Services*.178 One of the plaintiffs’ claims was that Kodak had illegally tied photocopier service, in which it faced competition from independent service organizations, to replacement parts, over which it had a monopoly.179 Kodak argued that it could not exercise monopoly power over its parts because it faced competition in the market for original equipment.180 It asserted that if it raised its prices for parts and service above the competitive level, it would lose consumers to competing equipment manufacturers whose total “lifecycle” prices, including parts and service prices, were lower.181 This argument depended on the assumption that consumers would know when initially purchasing a copier to factor in the “lifecycle” costs of owning the copier, including what it might cost to buy replacement parts and service.

Plaintiffs countered that Kodak’s theory failed to account for information costs that consumers faced when buying copiers that made it difficult and expensive to accurately determine lifecycle pricing.182 The Court agreed that “[l]ifecycle pricing of complex, durable equipment is difficult and costly” and that “[m]uch of the information” consumers need to accurately lifecycle price “is difficult—some of it impossible—to acquire at the time of purchase.”183


176. *Id.*


179. *Id.* at 459, 464.

180. *Id.* at 465–66.

181. *Id.*

182. *Id.* at 473–74.

183. *Id.*
Further, the Court reasoned that even if some consumers could acquire and process the “complex body of information” necessary to figure out lifecycle price, that process is time-consuming and expensive, and if service costs are small compared to the original equipment purchase, customers might decide to forego accurate lifecycle pricing. For these and other reasons, the Court concluded that Kodak had failed to show that the plaintiffs’ inference that Kodak had market power in the service and parts markets was unreasonable.

In dissent, Justice Scalia dismissed concerns about what he described as “irrational consumers” who did not take into account the cost of parts and service when buying copiers. While conceding that such consumers exist, including, “regrettably,” the federal government, Justice Scalia asserted that “we have never before premised the application of antitrust doctrine on the lowest common denominator of consumer.” Since Kodak was decided in 1992, a growing body of behavioral economic scholarship supports the idea that Justice Scalia’s “irrational consumer” is the norm rather than the exception. Even under the Kodak facts, where the customer base included relatively sophisticated businesses with purchasing managers and access to price and cost data, the Court correctly concluded that many consumers were not going to be able to accurately calculate lifecycle cost and that other consumers would find the costs of making these calculations to be prohibitively high. Now consider the vast majority of social media consumers: individuals with neither the time, nor the ability, nor the inclination to gather and interpret the information necessary to accurately determine the costs social media imposes on them. Antitrust policy and enforcement should protect these consumers, who are not the “irrational” minority Justice Scalia imagined, but rather the overwhelming majority of perfectly normal social media users.

In this Article we focus primarily on antitrust enforcement involving addictive goods, as the medical science and regulatory landscape of addiction is well-developed. We take the perspective of the long-run self that prefers not to become addicted, and, like the literature, discount the welfare of the short-run self that is attracted to the addictive substance or activity. This idea of
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186. Id. at 495–96 (Scalia, J., dissenting).
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188. Id. at 474–75 (majority opinion) (“Lifecycle pricing of complex, durable equipment is difficult and costly . . . . Moreover, even if consumers were capable of acquiring and processing the complex body of information [necessary to lifecycle price], they may not choose to do so. Acquiring information is expensive. If the costs of service are small relative to the equipment price, or if consumers are more concerned about equipment capabilities than service costs, they may not find it cost efficient to compile the information.”).
189. While addiction is a dramatic example of the difference between consumer welfare as calculated by behavioral economics versus neoclassical economics, it might be beneficial for future antitrust research to tackle more complex problems like reforming the consumer welfare calculations.
protecting the welfare of the consumer’s long-run self is clearly valued by the government in the other settings described above, where some form of regulation—even if imperfect—is designed to implement it. These examples motivate us to argue that this same issue should not be overlooked in an antitrust context.

A. Measuring Consumer Welfare

Tech platforms recently have had to face several antitrust suits in federal courts. Because so much of the conduct in question will have occurred in the environment described above—one with addiction-related harms and no regulation—an adjustment in the standard method of evaluating consumer welfare is required. The welfare of the addicted user—who consumes more of the addictive product due to the challenged conduct—has decreased, rather than increased, as in the usual case. Assessing the situation this way is different from past practice. Since the 1970s, antitrust enforcement has relied primarily on economic analysis to understand harm to consumers. The boundaries of economic understanding continually expand and allow for concomitant improvements in enforcement. Further, antitrust bears a larger burden in getting the analysis of addictive products right in the context of digital harms given the lack of any other governmental body standing ready to mitigate those harms.

As discussed above, whether consumer welfare increased or decreased due to the challenged conduct is often an important element of antitrust analysis. Social media platforms operate in at least two markets: the market for end users and the market for advertising dollars. Because our concern is addiction and

for nonaddictive products with strong present bias, such as mortgages, funeral services, sugary drinks, and so forth. These cases are beyond the scope of this Article.
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mental health, our analysis focuses on the consumer welfare of end users. A common shortcut, or summary statistic, that is often used in enforcement is to use change in output as a proxy for consumer welfare. However, the foregoing analysis demonstrates that this shortcut cannot be applied in digital markets given the strong possibility that more output causes consumer harm, not benefit. Rather, we argue that antitrust analysis in the context of addictive products must return to the root concept of interest: consumer welfare.

B. Net and Marginal Harm Products

Daniel Crane has analyzed the challenges antitrust enforcement faces in markets for harmful products, a slightly broader category than addictive products. His work focused on the tobacco industry, where there is a long history of government regulation attempting to limit consumption. In this type of market, Crane asserted that the standard antitrust enforcement paradigm—which is geared toward removing barriers to competition to increase output and lower price—is likely inconsistent with the consumer’s best interests. This conclusion requires several assumptions that we discuss below. To identify industries for which standard antitrust analysis might be counterproductive, Crane introduced the concept of “net-harm markets.” These are markets where either “[t]he consumption of the good at any level of output produces greater total internal and external costs” than benefits or, “[a]t the output level determined by a competitive market, consumption of the good produces greater total costs than total benefits.”

194. In Ohio v. American Express Co., the Supreme Court addressed antitrust analysis in the context of credit-card networks, which the Court described as “two-sided transaction platform[s].” 138 S. Ct. 2274, 2287 (2018). The Court stated that “[e]valuating both sides of a two-sided transaction platform is also necessary to accurately assess competition.” Id. While social media platforms involve at least two different markets, it is not clear that the Amex decision applies directly to our analysis. First, Amex involved a claim under Section 1 of the Sherman Act, id. at 2277, while this Article addresses merger analysis and Section 2 claims. Second, it is not obvious that social media platforms are “transaction platforms” where every interaction between end users and the platform is also a transaction between end users and advertisers. Id. at 2280 (“The key feature of transaction platforms is that they cannot make a sale to one side of the platform without simultaneously making a sale to the other.”).

195. See id. at 2284; Hovenkamp, supra note 24, at 84.


197. Id. at 344 (“Output maximization remains the dominant goal of antitrust enforcement in the tobacco industry. . . . [T]he antitrust establishment simply ignores the harmful nature of tobacco when an antitrust issue regarding the tobacco industry is presented . . . .”)

198. Id. at 346.
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Crane conceded that for most products, even tobacco, it would be difficult, if not impossible, to quantitatively demonstrate net harm.\(^{200}\) With this in mind, Crane proposed relying on a proxy variable: political consensus that output of a particular product is harmful.\(^{201}\) He found plentiful evidence of a political consensus at both the state and federal level in the United States that tobacco use “impose[s] far greater social costs . . . than social benefits.”\(^{202}\) The markets for tobacco products, therefore, are net-harm markets in Crane’s paradigm. This conclusion led Crane to recommend that antitrust enforcers focus their efforts in these markets on harm reduction rather than output maximization.\(^{203}\) However, precisely because the government is active in these markets, his policy conclusion does not follow. If enforcement action prevented the increase of market power and thus lowered prices (relative to no enforcement), the price change could be counteracted by a tax. In this way, the price increase that would have accrued to the manufacturer can be collected instead by the government without consumption increasing. Alternatively, the government can reduce usage through tools such as restrictions on advertising and sales locations. Thus, no consumption increase need occur from antitrust enforcement in regulated net-harm markets if government responds appropriately.

Social media products are different than tobacco products in an important respect: we assume that tobacco consumption is rarely beneficial, no matter the amount consumed (similar to many illegal drugs).\(^{204}\) By contrast, products such as social media, while addictive, likely have some consumption level for each user that results in net positive utility. This level will be lower than the addictive level of consumption. In this way, social media is more like OxyContin and credit cards than it is like tobacco. Under the supervision of a physician and in limited amounts, OxyContin can be very beneficial to a patient in pain, but its overuse will lead to addiction and severe harm. Credit cards too offer consumers significant utility, by granting them a convenient short-term loan and method of payment. But credit card use quickly becomes harmful if consumers charge more than they can afford to pay back on time. Likewise,
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201. Id. at 357 (“[I]t may be possible to identify net-harm markets inductively based on expressed public policy rather than deductively based on economic principles.”).

202. Id. at 358. This evidence includes “government expenditures on anti-tobacco advertising, frequent government warnings on the dangers of tobacco consumption, numerous federal and state statutory schemes, federal and state regulations, and federal and state anti-tobacco litigation.” Id. at 357–58.

203. Id. at 367 (arguing that in net-harm markets, enforcers and courts “should apply the antitrust laws to pursue a goal of harm-reduction rather than one of output maximization”).

limited exposure to social media may benefit users by connecting them to friends and family and informing them of events and content. But, as discussed above, those benefits begin to erode the longer the user engages with a social media platform.\textsuperscript{205}

The “conventional” paradox of antitrust enforcement for addictive products is this: because we expect a firm with market power to reduce output and raise price, acquisition of market power might lead to desirable public health outcomes (e.g., less smoking, reduced opiate abuse).\textsuperscript{206} In social media markets, however, the almost universal business model is a zero-price service paid for by advertising.\textsuperscript{207} The platform earns more revenue the longer its users stay engaged and the more ads it can show them.\textsuperscript{208} Therefore, dominant firms have an incentive to exercise any market power on the advertising side by increasing price, and on the user side by degrading quality and making the product more addictive.

The social media business model we describe here features a monopolist that has the incentive and ability to exercise its market power by making design choices that are addictive, shifting out the willingness of consumers to supply attention. A more addictive design causes the consumer to stay and watch additional ads without realizing what is happening. The platform aims to drive advertising revenues by collecting more data and showing more ads to both new users and current users who stay longer on the platform. Both the addictive content and the additional advertising lower the quality of the product. Consumers who would prefer a higher-quality, less harmful product have few other options because of the platform’s market power. Thus, in the social media setting, the paradox of antitrust enforcement is that lack of enforcement can both increase minutes of use and decrease consumer welfare.

\textsuperscript{205} Another distinction between social media and tobacco products is that there is not yet in the United States a political consensus of the sort Crane describes that social media is harmful. There are no federal or state regulations, agency actions, or executive orders restricting social media output. On Crane’s terms, social media would not qualify as a net-harm market.

\textsuperscript{206} Peter J. Hammer, \textit{Antitrust Beyond Competition: Market Failures, Total Welfare, and the Challenge of Intramarket Second-Best Tradeoffs}, 98 MICH. L. REV. 849, 862-63 (2000) (arguing that a competitive market for cigarettes “would lead to the overproduction and overconsumption of cigarettes” whereas the “exercise of private market power (either through merger or cartelization) would lead to an increase in price and a reduction in consumption” that “might well increase social welfare”).

\textsuperscript{207} Ethan Zuckerman, \textit{The Internet’s Original Sin}, ATLANTIC (Aug. 14, 2014), https://www.theatlantic.com/technology/archive/2014/08/advertising-is-the-internets-original-sin/376041/ [https://perma.cc/8DLE-KYF] (dark archive) (“We’ve been taught that this is simply how the Internet works: If we open ourselves to ever-increasing surveillance—whether from corporations or governments—the tools and content we want will remain free of cost.”).

\textsuperscript{208} See id. (“Advertising is the default model to support the Internet . . .”).
C. Output Measures Are Insufficient

Because social media presents a complex mixture of harms and benefits, its antitrust treatment requires a more precise approach to evaluating consumer welfare than courts typically employ. Sufficient medical evidence exists that social media is addictive and harmful to conclude that simply measuring “output” is not a reliable method of evaluating consumer welfare.209 An output-focused method for social media is akin to allowing the manufacturer of OxyContin to identify the addicts it created and count the additional pills they consumed during an addicted spell as consumer surplus. Clearly this is not correct. Courts should eschew this (common) “output” analytical shortcut in favor of a more accurate approach to measuring consumer welfare, one that takes account of social media’s addictive characteristics.210

This analysis generates two conclusions about antitrust enforcement in social media markets. First, enforcers and courts evaluating anticompetitive conduct in the social media space must focus on the very real cost of reduced innovation, particularly safety innovation, and lessened product variety in determining whether to challenge or prohibit a transaction or course of conduct.211 Innovation is key because the more innovative firms there are in a market, the more likely one or more will compete on safety and create a less addictive social media offering that increases consumer welfare. Courts therefore should prohibit mergers and conduct that would unreasonably decrease innovation and product variety in social media markets.

Second, defendants should not be able to overcome plaintiffs’ prima facie case merely by offering evidence that a merger or particular conduct will increase (or not decrease) a generalized output measure. As we have demonstrated, output changes—where output is measured by total user engagement or total advertising volume—are unlikely to provide a reliable measure of consumer welfare when a product is addictive. Courts (and enforcers

209. See Crane, supra note 196, at 408 (“Even if the public policy of consumption reduction is less clear-cut as to other products, the harm-reduction approach may shed some light on optimal antitrust enforcement in close case industries. If an industry imposes considerable harms but also produces some positive utility, the case for an output-maximization antitrust paradigm may be weaker than the case for a harm-reduction paradigm . . .”).

210. Addictive products likely are not the only setting in which output is a poor proxy for consumer welfare. John Newman argues that the conflation of output and consumer welfare is a fallacy that lies “[a]t the core of modern U.S. antitrust law.” John M. Newman, The Output-Welfare Fallacy: An Antitrust Paradox, 107 IOWA L. REV. (forthcoming 2022) (manuscript at 1) (on file with author). Newman presents several examples of scenarios beyond addictive products where increased output leads to decreased consumer welfare, including markets featuring information asymmetries, deceptive and misleading conduct, and certain vertical restraints. Id. (manuscript at 17–32).

211. See Crane, supra note 196, at 389 (“[T]he failure to produce a less harmful form of tobacco consumption may be a failure of antitrust more than anything else. If antitrust enforcement had focused on competition for innovation instead of output maximization, then perhaps smokers would be less harmed by tobacco consumption today.”).
considering bringing cases) must account for the disutility of additional time spent on addictive social media platforms when evaluating defenses based on claims of enhanced output. Because output is a “shortcut,” or proxy, for consumer welfare, it does not give an accurate assessment when some consumption creates disutility. The burden should be on the defendant to show that any increased output will actually enhance consumer welfare. Indeed, the defendant normally has the burden of showing efficiencies or procompetitive justifications in an antitrust case. Furthermore, the defendant has the data and analytical tools to measure usage and determine the welfare of its consumers. For example, the challenged conduct may have engaged new users for short amounts of time, which a court might determine is unlikely to represent addictive behavior that harms users. Or, perhaps the conduct extended the amount of time teenagers spent on the social media platform late at night, behavior that the literature indicates is more likely to be addictive and result in user harm. Merely providing evidence of more output, in the form of total minutes consumers spend using an app, is unlikely to answer the question of whether consumer welfare has increased or decreased.

D. Specific Antitrust Settings

Technology giants, including social media platforms, have acquired and maintained their market power through a variety of means: acquisitions, exclusionary conduct, and, often, a combination of the two. Our more precise approach to consumer welfare analysis in social media markets should alter how courts evaluate such cases. We next discuss merger challenges, exclusionary conduct cases, and claims alleging a pattern of both anticompetitive acquisitions and exclusionary conduct.

We begin with mergers. The U.S. merger review regime is governed by Section 7 of the Clayton Act, which bars transactions the effect of which “may
be substantially to lessen competition, or to tend to create a monopoly.\textsuperscript{215} This incipiency standard grants the antitrust enforcement agencies authority to sue to block a merger before it is consummated, nipping in the bud any competitive problems a proposed transaction might cause.\textsuperscript{216} It also allows agencies to challenge and seek to unwind consummated mergers.\textsuperscript{217} To establish a prima facie case in a Clayton Act Section 7 action to block a merger, the enforcement agencies must define relevant product and geographic markets and demonstrate probable harm to competition in those markets based on market concentration and competitive overlap between the merging parties.\textsuperscript{218} If the agencies establish their prima facie case, the defendants have an opportunity to rebut the presumption that the merger is likely to lessen competition by proving that the typical effects of market concentration are not applicable, that entry is likely, or that the merger’s procompetitive benefits outweigh its anticompetitive effects.\textsuperscript{219} Social media’s addictive and harmful characteristics should affect the courts’ analysis of both plaintiffs’ prima facie case and defendants’ procompetitive justifications.

Mergers are common in the social media sector. Facebook’s acquisitions of Instagram (2012) and WhatsApp (2014) are perhaps the best-known of these deals, but Facebook alone acquired seventy-two companies in the period between 2005 and 2019.\textsuperscript{220} The U.S. antitrust enforcement agencies did not challenge any of these transactions at the time, though the FTC and state enforcers have recently sued Facebook, seeking to unwind the Instagram and


\textsuperscript{216} See Herbert Hovenkamp, Prophylactic Merger Policy, 70 HASTINGS L.J. 45, 46 (2018) (“An important purpose of antitrust merger law is to arrest certain practices in their ‘incipiency,’ by preventing business firm acquisitions that are likely to facilitate them.”).

\textsuperscript{217} See 15 U.S.C. § 18a(i)(1) (“Any action taken by the Federal Trade Commission or the Assistant Attorney General or any failure of the Federal Trade Commission or the Assistant Attorney General to take any action under this section shall not bar any proceeding or any action with respect to such acquisition at any time under any other section of this Act or any other provision of law.”); Menesh S. Patel, Merger Breakups, 2020 WIS. L. REV. 975, 986 (“[T]he agencies also may challenge a reported merger after the merger has been reviewed and cleared.”).

\textsuperscript{218} FTC v. Swedish Match, 131 F. Supp. 2d 151, 166 (D.D.C. 2000) (“The Commission can generally establish a prima facie case by showing that the merged entity will have a significant percentage of the relevant market. . . . In addition to market share, courts examine market concentration and its increase as a result of the proposed acquisition.”).

\textsuperscript{219} Id. at 167 (“[D]efendants must show that the market-share statistics ‘give an inaccurate prediction of the proposed acquisition’s probable effect on competition.’” (quoting FTC v. Staples, Inc., 970 F. Supp. 1066, 1083 (D.D.C. 1997)); FTC v. CCC Holdings Inc., 605 F. Supp. 2d 26, 46 (D.D.C. 2009) (“Upon the showing of a prima facie case, the burden shifts to Defendants to show that traditional economic theories of the competitive effects of market concentration are not an accurate indicator of the merger’s probable effect on competition in these markets or that the procompetitive effects of the merger are likely to outweigh any potential anticompetitive effects.”).

WhatsApp deals.\textsuperscript{221} The FTC’s initial decisions not to challenge the Instagram and WhatsApp acquisitions have been widely criticized.\textsuperscript{222} Documents recently made public have sharpened this criticism by showing that Mark Zuckerberg’s strategic reasoning for pursuing the former deal included preventing Instagram from posing a competitive threat to Facebook.\textsuperscript{223} Further documentary evidence in the FTC’s Facebook complaint demonstrates that the company had similar motives for acquiring WhatsApp.\textsuperscript{224} As a result of its serial acquisitions, Facebook now owns three of the top four and four of the top six social networks, measured by worldwide users.\textsuperscript{225}

As Facebook’s acquisitions illustrate, mergers in the technology space, including those involving social media companies, often feature a platform purchasing an innovative, nascent competitor: Facebook’s Instagram acquisition is a prime example.\textsuperscript{226} These nascent competitors will have a strategy of differentiation from the incumbent that allows them to attract consumers away from the larger competitor. In a healthy social media market, we would expect to see firms competing on a variety of dimensions, including by creating safer, less addictive products. The Supreme Court long ago recognized that in addition to higher output and lower prices, competition provides incentives to produce safer and higher-quality goods.\textsuperscript{227} The Court has observed that “all elements of a bargain—quality, service, safety, and durability—and not just the immediate cost, are favorably affected by the free opportunity to select among alternative offers.”\textsuperscript{228}

\begin{itemize}
\item \textsuperscript{221} See supra note 169 and accompanying text.
\item \textsuperscript{222} SCOTT MORTON & DINIELLI, supra note 214, at 2.
\item \textsuperscript{224} See Complaint for Injunctive and Other Equitable Relief at 32–39, FTC v. Facebook, Inc., No. 20-cv-03590 (D.D.C. filed Dec. 9, 2020).
\item \textsuperscript{226} C. Scott Hemphill & Tim Wu, Nascent Competitors, 168 U. PA. L. REV. 1879, 1880 (2020) (“Government enforcers have expressed interest in protecting nascent competition, particularly in the context of acquisitions made by leading online platforms. However, enforcers face a dilemma. While nascent competitors often pose a uniquely potent threat to an entrenched incumbent, the firm’s eventual significance is uncertain . . .”).
\item \textsuperscript{227} Nat’l Soc’y Pro. Eng’rs v. United States, 435 U.S. 679, 695 (1978) (“The Sherman Act reflects a legislative judgment that ultimately competition will produce not only lower prices, but also better goods and services.”).
\item \textsuperscript{228} Id.
\end{itemize}
Indeed, competition based on safety innovation is a familiar aspect of many markets. For years, Volvo’s competitive advantage in the automobile industry was its reputation for safety. Apple trumpets its security and privacy protections, which it claims make its products safer to use than those of rivals. The Disney Channel positions itself as offering more wholesome child-friendly content than many competing services. There is even a history of safety competition in the tobacco markets, with firms innovating to produce less harmful cigarettes and other, safer types of tobacco products. The popularity of Consumer Reports and other product review services is fueled in part by consumer demand for comparative safety ratings.

The Horizontal Merger Guidelines recognize the importance of innovation and product variety. They explain that while enhanced market power often results in higher prices, it can also lead to nonprice consumer harms, “including reduced product quality, reduced product variety, reduced service, or diminished innovation.” The Guidelines specifically state that the enforcement agencies “may consider” whether a proposed transaction will “diminish innovation competition.” Nonetheless, in many merger cases, the enforcement agencies rely primarily on claims that the transaction will result in higher prices and lower output, with reduced innovation mentioned only as a

230. Privacy, APPLE, https://www.apple.com/privacy/ [https://perma.cc/58E6-YW66] (“Privacy is a fundamental human right. At Apple, it’s also one of our core values.”). Apple states that it designs its products "to protect your privacy and give you control over your information." Id. ("It’s not always easy. But that’s the kind of innovation we believe in.").
232. Crane, supra note 196, at 390 (“All of the major tobacco companies are reportedly working [on] or test marketing products that could reduce different harms of tobacco consumption.”). In 2019, the FDA for the first time categorized eight smokeless tobacco products as presenting "modified risk." Press Release, U.S. Food & Drug Admin., FDA Grants First-Ever Modified Risk Orders to Eight Smokeless Tobacco Products (Oct. 22, 2019), https://www.fda.gov/news-events/press-announcements/fda-grants-first-ever-modified-risk-orders-eight-smokeless-tobacco-products [https://perma.cc/S3V6-S8W8]. This order allowed Swedish Match to market its smokeless tobacco products with the claim that using them “instead of cigarettes puts you at lower risk” of cancer, heart disease, and other serious ailments. Id.
234. MERGER GUIDELINES, supra note 173, at 2.
235. Id. at 23.
secondary effect or neglected altogether. In digital markets, this approach would be a mistake given the extremely important role of innovation and quality in consumer welfare. Anticompetitive innovation effects are often critical, and they should play a central role in merger litigation.

These points are particularly relevant in social media markets. With the knowledge that social media is addictive and can cause significant mental health harms, especially in children, consumers are likely to want offerings that are less addictive and less harmful than current social media platforms. In a competitive market, some firms likely would vie for that demand by offering safer social media experiences. This might mean innovating by designing a user interface that promotes mental health. For example, a platform could offer features that limit the amount of social media a user can consume in a given session or day. Alerts notifying users (or users’ parents) of the amount of time they have spent on a platform and interfaces that eliminate infinitely scrolling pages that continually direct the user to new content are examples of safety improvements that would increase users’ wellbeing. Firms also might compete to make their products less harmful by eliminating “likes” and content that tends to harm users’ mental health.

One innovative social media company, TikTok, is already competing on consumer safety by taking steps to make its platform less addictive and less harmful. In February 2019, TikTok added a Screentime Management tool to help users limit the amount of time they spend on the platform each day, and in 2020, it introduced additional safety measures: “Family Safety Mode” and “Screentime Management in Feed.” Family Safety Mode allows parents to manage their children’s “Digital Wellbeing” by limiting the amount of time they can use TikTok each day and restricting inappropriate content. With Screentime Management in Feed, TikTok partnered with popular “creators” to produce videos that appear in users’ feeds reminding them to “be aware of the time they spend on TikTok and encouraging them to consider taking some time.”

---

239. Id.
240. See id.
In announcing these features, TikTok stated that, “[a]s part of our commitment to safety, the wellbeing of our consumers is incredibly important to us.” Industry analysts noted that these initiatives “could help set the company apart from the competition.” Perhaps due to this increased safety competition or public and governmental pressure, Facebook and Instagram recently have taken certain similar measures to protect their users, including by offering them the option to remove “like” counts from their feeds.

In addition to adding in-app safety features, firms could employ business models that change incentives to protect users’ mental health. Employing a subscription model to generate revenue rather than relying on advertising would eliminate the financial incentive to keep users on the platform for more time while sharpening the incentive to provide a high-quality user experience. In general, in a market where consumers have choices, companies would expend resources to innovate in ways that attract them, one of which is likely to be platform safety.

In short, a more interventionist merger regime in the social media markets (combined with aggressive Section 2 enforcement, discussed below) would give new competitors space to develop. Competition holds out the possibility that some firms will choose to differentiate by creating less addictive, safer offerings, as we have seen with Volvo, Apple, and the Disney Channel. We recognize that it is possible that increased competition could spark a “race to the bottom” instead. In this scenario, rivals would vie to keep users on their sites as long as possible to increase advertising revenue. Rather than competing on safety and quality, firms would compete on quantity and would lower quality (by offering a more addictive, more harmful product). Output of harmful social media would rise as the market became more competitive, and no competitor would choose to differentiate into the safety segment. While this is certainly a risk of increased merger enforcement in markets for addictive products, a dominant firm also has an incentive to create addiction to drive advertising revenue. We contend that increased competition will make it much more likely than the status quo that some firms will pursue a safety-based business model.

241. Id.
242. Id.
244. See Tom Warren, You Can Now Hide Like Counts on Instagram and Facebook, VERGE (May 26, 2021), https://www.theverge.com/2021/5/26/22454428/instagram-hide-like-counts-feature-now-available [https://perma.cc/A24C-Y4QY] (quoting an Instagram spokesperson as stating that “[w]e tested hiding like counts to see if it might depressurize people’s experience on Instagram . . . What we heard from people and experts was that not seeing like counts was beneficial for some, and annoying to others, particularly because people use like counts to get a sense for what’s trending or popular, so we’re giving you the choice”).
245. See infra notes 250–59 and accompanying text.
The nuts and bolts of a Section 7 case would change under our proposed approach, but not dramatically. Plaintiffs would still offer evidence of market shares and market concentration, and enforcement would be appropriate only if the relevant market is concentrated. But rather than focusing primarily on potential output effects, plaintiffs’ theory of harm (and the court’s attention) should be on innovation and product-variety effects as well as on consumer surplus, taking into account the addictive nature of the product. Scott Hemphill and Tim Wu contend that despite the uncertainty that often surrounds nascent, innovative competitors, the “risk of lost innovation strongly tips the balance in favor” of merger enforcement.\footnote{Hemphill & Wu, supra note 226, at 1890.} The potential public health consequences of social media mergers raise the stakes and strengthen the argument for intervening in transactions that might eliminate an innovative competitor. Therefore, if the enforcement agencies can demonstrate that the target is an innovator that competes on quality—one dimension of which may currently, or in the future, be protecting mental health—that should be sufficient to establish their theory of competitive harm. Defendants should be able to overcome this showing only if they can provide compelling evidence of an increase in consumer welfare. This could arise from specific beneficial changes in usage, merger-specific safety improvements, or other like benefits. Evidence that a merger will simply increase total user engagement does not show that consumer welfare will increase—indeed perhaps the opposite—so it should not be sufficient to overcome the prima facie case in the social media space.

Merging parties often will attempt to counter the government’s prima facie case by arguing that entry of new rivals is likely to occur and will be sufficient to overcome the merger’s potential anticompetitive effects.\footnote{See, e.g., United States v. Waste Mgmt., Inc., 743 F.2d 976, 981 (2d Cir. 1984) (recounting defendants’ argument that the presumption of competitive harm from a merger resulting in a nearly fifty percent share of a relevant market “is rebutted by the fact that competitors can enter the [relevant market] with such ease that the finding of a 48.8% market share does not accurately reflect market power”). Defendants prevailed on this argument. Id. at 983 (“[W]e believe that entry into the relevant product and geographic market by new firms or by existing firms in the Fort Worth area is so easy that any anti-competitive impact of the merger before us would be eliminated more quickly by such competition than by litigation.”); see also MERGER GUIDELINES, supra note 173, at 28 (“As part of their full assessment of competitive effects, the Agencies consider entry into the relevant market. The prospect of entry into the relevant market will alleviate concerns about adverse competitive effects only if such entry will deter or counteract any competitive effects of concern so the merger will not substantially harm customers.”).} Social media’s addictive qualities should affect this analysis as well. Digital monopolists tend to operate in markets featuring high barriers to entry.\footnote{See Nikolas Guggenberger, Essential Platforms, 24 STAN. TECH. L. REV. 237, 243–44 (2021) (“[E]normous barriers to entry for nascent competitors isolates incumbent platforms from competitive forces that normally constrain market power.”).} These
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barriers to entry are often the result of a platform’s network effects. The more users Facebook has, the more valuable the network is to them. The same is true for Google search, Uber, and other digital businesses. Addiction is likely to compound these network effects. Addicted consumers are even less likely to switch to a new competitor because they do not want to lose the pleasure and rewards of the incumbent. Courts therefore should be especially wary of arguments that entry in social media markets will be sufficient to cancel out a merger’s anticompetitive impact.

Should rivals emerge offering attractive (perhaps less addictive and safer) social media products, they would pose a serious threat to the dominant social media business model. If the incumbent is unable to acquire the nascent competitive threat, it may attempt to protect its market power by trying to exclude its smaller competitors. Or—in a familiar scenario—incumbent firms will engage in a combination of serial acquisitions and anticompetitive conduct designed to maintain their market power. Enforcers can reach this pattern of conduct under Section 2 of the Sherman Act. Section 2 prohibits the unlawful acquisition or maintenance of a monopoly. While the typical Section 2 case involves business conduct such as refusals to deal or exclusive dealing, Section 2 also applies to individual acquisitions, serial acquisitions, and any combination of acquisitions and other conduct that leads to unlawful monopoly acquisition or maintenance.

In the technology markets, dominant firms have used a variety of strategies to maintain their market power. The government’s case against Microsoft in the 1990s provides a leading example of this mixture of conduct,

---

250. See SCOTT MORTON & DINIELLI, supra note 214, at 20–27 (describing Facebook’s anticompetitive acquisitions and conduct).
252. See United States v. Grinnell Corp., 384 U.S. 563, 570–71 (1966) (“The offense of monopoly under § 2 of the Sherman Act has two elements: (1) the possession of monopoly power in the relevant market and (2) the willful acquisition or maintenance of that power as distinguished from growth or development as a consequence of a superior product, business acumen, or historic accident.”).
253. See id. at 576 (describing “unlawful and exclusionary practices” with which defendant achieved its monopoly, including a series of acquisitions, restrictive agreements, and certain pricing practices); see also Caribbean Broad. Sys., Ltd. v. Cable & Wireless PLC, 148 F.3d 1080, 1087 (D.C. Cir. 1998) (“Anticompetitive conduct ‘can come in too many different forms, and is too dependent upon context, for any court or commentator ever to have enumerated all the varieties.’.”).
designed in that instance to protect Microsoft’s operating system monopoly.\textsuperscript{254} Lina Khan has argued that Amazon has engaged in a pattern of exclusionary conduct and strategic acquisitions to establish and then maintain its dominance in various e-commerce markets.\textsuperscript{255} Facebook also has employed a pattern of strategic acquisitions and exclusionary conduct.\textsuperscript{256}

A Section 2 plaintiff must prove that the defendant has monopoly power in a relevant market and has engaged in exclusionary conduct that harmed competition.\textsuperscript{257} By successfully carrying this burden, the plaintiff establishes a prima facie case, at which point the defendant will have the opportunity to offer procompetitive justifications for its conduct.\textsuperscript{258} If the defendant offers such justifications, the plaintiff either must rebut them or show that the anticompetitive harm stemming from the defendant’s conduct outweighs any procompetitive effect.\textsuperscript{259}

The two points made above on the impact of social media’s addictive qualities on merger analysis apply also in the monopolization context. Because enhanced innovation and product variety increase the chances that consumers will be able to choose safer social media offerings, enforcers and courts should focus their attention on exclusionary conduct that would eliminate innovative firms, whether those innovators are current or potential future competitors of the dominant incumbent. A pattern of strategic acquisitions and exclusionary conduct against nascent, innovative rivals should be sufficient to establish a prima facie Section 2 case.

Further, a Section 2 defendant in the social media space should not be able to overcome a prima facie case of competitive harm by offering evidence of efficiencies that result only in higher output, without showing that the output change increases consumer welfare. As in the merger setting, evidence that some general measure of user engagement has increased does not prove that consumer welfare has gone up. Such increased user engagement might come

\textsuperscript{254} See United States v. Microsoft Corp., 253 F.3d 34, 58 (D.C. Cir. 2001) (“[T]he District Court held that Microsoft had violated § 2 by engaging in a variety of exclusionary acts . . . to maintain its monopoly.”).

\textsuperscript{255} Lina M. Khan, Amazon’s Antitrust Paradox, 126 YALE L.J. 710, 755–83 (2017).

\textsuperscript{256} See SCOTT MORTON & DINIELLI, supra note 214, at 24; First Amended Complaint for Injunctive and Other Equitable Relief at 4, FTC v. Facebook, Inc., No. 20-cv-03590 (D.D.C. filed Aug. 19, 2021) (“Facebook developed a plan to maintain its dominant position by acquiring companies that could emerge as or aid competitive threats . . . . Facebook buttressed its acquisition strategy by implementing and enforcing a series of anticompetitive conditional dealing policies that pulled the rug out from under firms perceived as competitive threats.”).

\textsuperscript{257} Grinnell Corp., 384 U.S. at 570–71; Microsoft Corp., 253 F.3d at 58 (“[T]o be condemned as exclusionary, a monopolist’s act must have an ‘anticompetitive effect.’ That is, it must harm the competitive process and thereby harm consumers. In contrast, harm to one or more competitors will not suffice.”).

\textsuperscript{258} Microsoft Corp., 253 F.3d at 59.

\textsuperscript{259} Id.
from already addicted users spending even more time on a platform, rendering
them worse off. So, when weighing harm to a nascent innovator against
increased output from a social media monopolist, courts should find that the
balance favors liability unless the defendant can show that its conduct actually
increased consumer welfare.

CONCLUSION

Social media’s addictive and harm-producing characteristics pose special
analytical challenges for antitrust courts and enforcers. In both the merger and
Section 2 settings, antitrust enforcement must both move forward by utilizing
modern behavioral economics and return to its roots by directly weighing
consumer welfare, not relying on a proxy for it. Because increased consumption
of social media may simply reflect low quality and addiction, it need not
increase consumer welfare. Just as more OxyContin consumption by addicted
users harms consumers, so too does addicts’ increased social media
consumption. We contend that this insight requires a sharpening of antitrust
analysis for social media that focuses on innovation effects and more carefully
defines consumer welfare to account for social media’s addictive and harmful
user impact.

The assumption that more consumption of addictive digital products leads
to increased utility is not justifiable based on the medical and economics
literature. Therefore, the common “short cut” of using a generalized measure of
output as a proxy for consumer welfare fails as a matter of economics. It is not
reliable for these goods. In an antitrust enforcement context, the impact of
specific conduct on consumer welfare is the ultimate measure of interest. If the
government has carried its prima facie case, the social media defendant must
demonstrate procompetitive efficiencies—efficiencies that increase long-run
consumer welfare. Such a defendant might attempt to show that its user
interface is not designed to be addictive. Or, it might try to show that its
business model does not create any incentive for addiction. A platform could
use its own data to demonstrate its conduct’s impact on users’ behavior, showing
changes by type of consumer in different kinds of usage and in amounts of time
spent on the platform. This type of analysis would help a court understand the
impact of the conduct on consumer welfare.

For many consumers, digital engagement is addictive, and their long-run
selves wish to do less of it. For many consumers, digital engagement causes
them to purchase products or watch content that they later regret or which
causes harm. For many consumers, the online content that digital businesses
present to them causes negative emotions such as hate and anxiety that are
harmful in and of themselves, but also may be carried into relationships with
others. These are harms, not benefits, to increased consumption of social media.
In the parlance of antitrust economics, the harms that digital businesses impose
on unwitting consumers lower the quality of the product. When a service declines in quality, that is a harm to consumer welfare. When a “free” service declines in quality due to anticompetitive conduct by a digital business, that is equivalent to an increase in quality-adjusted price, a traditional antitrust harm. Therefore, increased engagement driven by addiction is equivalent to a higher quality-adjusted price for that consumer.

Because courts and enforcers have relatively little experience with enforcement in social media markets, more research and learning about the welfare impact of increased consumption of these kinds of addictive and exploitative products is needed. But we know enough already to conclude that social media’s addictive and harmful characteristics should change the way courts and enforcers analyze antitrust claims in these markets.